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Abstract

The World Wide Web has become an indispensable part of our daily lives,
with web browsers serving as our gateway to a vast array of information
and services. However, with each click of the mouse, we expose ourselves
to a myriad of attacks and privacy violations. Although we can rely on
various client-side countermeasures to protect us, defined by so-called browser
policies, any flaw in their implementation could render these safeguards futile.
Unfortunately, a comprehensive and flawless policy implementation is anything
but straightforward, due to the intricate nature of browser code bases.

In this dissertation, we address this struggle through the application of
automated dynamic analyses to various browser policy implementations. As
such, we conducted a comprehensive evaluation of enforced cookie and request
blocking policies, revealing numerous bypasses and vulnerabilities, illustrating
that even seemingly simple policies are susceptible to implementation flaws. To
gain deeper insights into the origins of these flaws, we pinpointed and analyzed
the lifecycles of 75 bugs associated with one of the most important browser
policies: the Content Security Policy. Drawing from the empirical data, we
uncovered various root causes, including the dispersion of policy enforcing code
and the mishandling of bug reports, where sensitive bugs were even publicly
disclosed before a fix was landed. We propose several solutions to the identified
issues, among which improved threat vector sharing between browser vendors.

Additionally, we show that these security and privacy issues extend beyond
the realm of web browsers alone and also affect native applications that embed
browser engines, such as EPUB reading systems. By analyzing 97 EPUB
applications, we uncovered many vulnerabilities, including the ability for loaded
EPUBs to leak files from the user’s device. Furthermore, we demonstrate that
malicious EPUBs can be distributed through official web stores with minimal
effort. Our responsible disclosure to the affected vendors and developers, our
contributions to the W3C compliance testbed, and the identification of several
specification shortcomings have bolstered the ecosystem’s security.
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Beknopte samenvatting

Het wereldwijde web is een onmisbaar onderdeel van ons dagelijks leven
geworden, waarbij webbrowsers dienen als onze toegangspoort tot een breed
scala aan informatie en diensten. Met elke muisklik stellen we onszelf echter
bloot aan talloze aanvallen en inbreuken op onze privacy. Hoewel we kunnen
vertrouwen op verschillende beschermingsmaatregelen in de browser, gedefinieerd
door zogenaamde browser policies, kan elke fout in de implementatie hiervan
deze voorzieningen ondermijnen. Helaas is een alomvattende en foutloze
policy implementatie allesbehalve eenvoudig vanwege de complexe aard van
browserbroncode.

Deze thesis behandelt deze kwestie door de toepassing van geautomatiseerde
dynamische analyses op verschillende implementaties van browser policies.
Binnen deze context hebben we een uitgebreide evaluatie uitgevoerd op
policy implementaties voor cookies en request blokkering, waarbij we talloze
omzeilingen en kwetsbaarheden hebben onthuld, waarmee we aantonen dat
zelfs ogenschijnlijk eenvoudige policies vatbaar zijn voor deze problemen. Om
een dieper inzicht te krijgen in de oorzaken van deze uitdagingen, hebben
we de levenscycli van 75 bugs geïdentificeerd en geanalyseerd die verband
houden met een van de belangrijkste browser policies: de Content Security
Policy. Puttend uit de verzamelde empirische gegevens hebben we verschillende
oorzaken blootgelegd, waaronder de verspreiding van codesegmenten die de
policy afdwingen en de onjuiste afhandeling van bugrapporten, waarbij zelfs
gevoelige bugs openbaar werden gemaakt voordat ze waren opgelost. We
bespreken verschillende oplossingen voor deze problemen, waaronder verbeterde
uitwisseling van bedreigingsvectoren tussen browserleveranciers.

Bovendien tonen we aan dat deze beveiligings- en privacyproblemen zich
niet beperken tot webbrowsers alleen, maar ook van invloed zijn op native
applicaties die browser-engines insluiten, zoals EPUB-applicaties. Door 97
EPUB-applicaties te analyseren, hebben we talloze kwetsbaarheden blootgelegd,
waaronder de mogelijkheid van geladen EPUBs om bestanden te stelen van het
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apparaat van de gebruiker. Daarnaast demonstreren we dat het verspreiden
van kwaadaardige EPUBs via officiële webwinkels zeer gemakkelijk is. Onze
bugrappaorten aan getroffen leveranciers en ontwikkelaars, onze bijdragen aan
het W3C-testbed, en de identificatie van verschillende tekortkomingen in de
specificatie, hebben de beveiliging van het ecosysteem versterkt.
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1
Introduction

This machine is a server.
DO NOT POWER IT DOWN!!

– Sir Tim Berners-Lee [CERb]
(Hand-written label on the very

first web server, 1990)

Unless you happen to be a member of my doctoral jury, a family member, a
friend or a fellow researcher who specifically requested a physical copy of this
dissertation, you are probably reading this document on a computer screen,
from a file that was retrieved through a web browser. Like billions of other
daily users, you implicitly placed trust in both the website from which you
downloaded this file and, more significantly, the browser’s protective measures
to safeguard your security and privacy. Indeed, you were most likely not the
victim of an attack attempting to compromise your banking account, and if you
are fortunate, your browser may even have prevented trackers from following
you across the Web. This might seem like a trivial observation, but it is one that
is often overlooked: the protective measures of browsers, defined by so-called
browser policies, are a critical component of the modern Web, and are the last
line of defense against a multitude of attacks and privacy infringements. Still,
the constantly evolving nature of the Web and the ever-increasing complexity
of web browsers render the correct implementation and maintenance of these
policies a daunting task. In this dissertation, we will explore the correctness
of browser policy implementations through dynamic evaluation frameworks,
striving to understand the root causes of their flaws and to find effective
mitigation strategies.

1
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In the remainder of this chapter, we set the stage for the core of this dissertation.
Our journey begins by exploring a concise history of web browsers within the
context of the World Wide Web in Section 1.1. In Section 1.2, we discuss some
of the most significant security and privacy challenges that have emerged over
time. Moving forward, we delve into the critical browser policies that have been
introduced to address these challenges in Section 1.3. We discuss how the core
of browsers, known as browser engines, transcended their traditional role within
the web browser ecosystem and additionally began serving as a foundation
for native desktop and mobile applications in Section 1.4. In Section 1.5, we
underline the significance of this dissertation by highlighting the gaps in existing
literature that our work has addressed.

1.1 Towards the World Wide Web

The origin of the Internet cannot be attributed to one single moment in history.
This intricate system has undergone continuous evolution over several decades,
and its exact origins lay within a multitude of different technologies and
innovations [Ber96; Kle10; Lei+97]. What is certain, however, is that web
browsers, serving as a portal to the World Wide Web, played a pivotal role in
the democratization of the Internet. Indeed, while the concept of interconnecting
computer networks emerged as early as the 1960s and was first consolidated
at scale in the early 1970s with the creation of computer networks such as
ARPANET and CYCLADES, accessing online resources was a far cry compared
to the simplicity we enjoy today [Kle10; Lei+97].

This change was only brought about in the early 1990s, when the challenges
associated with locating and accessing online resources were recognized within
the European Organization for Nuclear Research (CERN) [Rya10]. To address
these, an engineer by the name of Tim Berners-Lee proposed a uniform system
to enhance information accessibility among the various types of computers
within CERN. This system would enable user-friendly browsing of shared data
while coexisting seamlessly with already established protocols like the File
Transfer Protocol (FTP). In pursuit of this solution, the first web browser and
web server were developed,1 which would communicate with each other through
Universal Resource Locators (URLs), the HyperText Transfer Protocol (HTTP)
and the HyperText Markup Language (HTML), foundational elements that are
still in ubiquitous use today. This prototype system, made up of a combination
of software and protocols, was coined the World Wide Web in 1990 [Ber92;

1The first website was restored in 2013 and can be visited via https://info.cern.ch/h
ypertext/WWW/TheProject.html. [CERa]

https://info.cern.ch/hypertext/WWW/TheProject.html
https://info.cern.ch/hypertext/WWW/TheProject.html
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Ber96].2 While the Internet community at the time was already encouraged to
use the World Wide Web and to develop browser clients, it was only in 1993
that every major operating system (OS) had a browser available [Rya10]. This
was also the year that CERN officially declared the World Wide Web system to
be public, meaning that it could be used by anyone for free. Around this time,
the usage of the World Wide Web grew exponentially [AH99; Ber96; Rya10].

Seeing this growth, the research institutions and companies developing web
browsers began competing for users. Incited by harsh competition in these
so-called browser wars, browser vendors started implementing new features that
were incompatible with already existing features [Och11]. At the epitome of this
turmoil, web developers were at times even forced to write two versions of the
same web page to cater to the users of each dominant browser [Phi98; W3C].3 To
address this, the World Wide Web Consortium (W3C) was eventually founded
in 1994, with the primary goal of designing common specifications for the
World Wide Web [Ber96]. To this day, the W3C is still the main international
standards organization for the World Wide Web and oversees various important
security and privacy policies employed by browsers.

In the following decades, various browsers perished in the face of fierce
competition that resulted in dwindling user bases, and out of their ashes
various new ones emerged. This can be taken quite literally, as none of the
major modern-day browsers have been developed entirely from scratch; they
have all been built upon pre-existing browser engines, as we will explore in
more detail in Section 1.4. What is more important is that, despite the coming
and going of browsers, the supported set of features and policies has steadily
expanded, and with it the complexity of browsers. While maintaining respect
for their historical significance, we can safely say that the early web browsers
were considerably simpler in comparison to their modern-day counterparts. We
can try to put this into perspective by looking at the number of code lines as
an estimation for complexity: the very first browser comprised nearly 10.000
lines [How21], whereas contemporary browsers like Chrome and Firefox consist
of tens of millions of lines [Syn23a; Syn23b]. Clearly, this constant addition
of features has shaped the Web into a powerful platform, capable of hosting a
wide range of applications. What could possibly go wrong?

2While the terms Internet and World Wide Web are often used interchangeably, they are
not the same. The Internet is a global system of interconnected networks, while the World
Wide Web is a global system of resources and services that are accessed over the Internet.

3Less resourceful development teams would often only support one browser, leaving users
of other browsers with a broken website.
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1.2 More features, more problems

Originally developed to render static, non-interactive web pages, browser
functionality was limited to navigating between these pages. However, as the
World Wide Web expanded over the coming decades, the ever-increasing demand
for more diverse use cases and websites with increased functionality led to the
introduction of countless new features such as GeoLocation sharing [Pop16],
caching APIs [Moz18b] and Service Workers [Moz17c]. Consequently, this
profound transformation has made web browsers highly complex pieces
of software, characterized by intricate code bases. Unfortunately, with
the expansion of a code base and the introduction of new features, code
maintenance and the task of overseeing larger attack surfaces become increasingly
challenging [Ale+20; Bra+22b; EC12]. Moreover, many of these introduced
features inherently impact user privacy.

1.2.1 Expanding attack surface

One of the earliest instances of a browser vulnerability dates back to 1996,
when two PhD students at the University of California discovered a flaw in the
implementation of Secure Sockets Layer (SSL) in the Netscape browser [GW96].
At the time, SSL was predominantly used for the encryption of online payment
communication, protecting sensitive information from eavesdroppers, such as
credit card details. By reverse engineering Netscape’s SSL implementation,
the students uncovered that the generated secret symmetric keys were not
sufficiently random, rendering them too predictable and thus susceptible to
exploitation. This is believed to be one of the first discoveries of a browser
vulnerability, foreshadowing many more to follow.4

The attacks discussed in the remainder of this section serve as examples that
highlight the expanding attack surface of web browsers over the course of their
history, due to the introduction of new features. Although numerous others
exist, our focus will be directed toward these specific attacks because of their
direct relevance to the remainder of this dissertation.

4Prior to this discovery, it was already widely known that the SSL implementation of
Netscape’s international version was vulnerable to brute-force attacks [GW96]. This stemmed
from stringent U.S. regulations that prohibited the export of strong cryptography technologies.
Netscape developers were constrained to employing 40-bit symmetric keys for the international
version, while the domestic version was allowed to use 128-bit symmetric keys [Dem00]. This
so-called encryption barrier was finally relaxed in 2000, as the enforcement of encryption
software export regulations was deemed infeasible [DL07].
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Cross-Site Scripting

Coinciding with the year of the first browser vulnerability discovery, 1996, the
launch of JavaScript 1.0 marked a significant milestone in the space of website
functionality and would go on to have a profound impact on web browsers
in general [WE20]. With this feature, Web developers gained the ability to
embed scripting code into their web pages, which would be executed in the
user’s browser, allowing for the creation of interactive and dynamic web pages.
However, as many websites allowed the publication of user-generated content,
this newfound feature would also pave the way for a variety of new attack vectors.
For example, numerous websites encouraged user interaction by permitting
visitors to post comments on published articles or to send messages to other
users. If this user input is not adequately sanitized, ill-intending users can
exploit this functionality by injecting malicious JavaScript code into their posts.
When successful, the injected code would be executed by any user’s browser
visiting that page, within the context of that web page. The ramifications
of such attacks can be very severe, potentially allowing the adversary to leak
sensitive information or abuse session tokens (e.g. in the form of cookies) to
authenticate as the victim and carry out malicious actions. These attacks
are known as Cross-Site Scripting (XSS) attacks, a term coined by Microsoft
employees in 2000 [Mic09]. XSS remains a significant concern, as it is still part
of the OWASP Top Ten of web application security risks [OWA].

Social media websites, in particular, have become prime targets for XSS attacks,
due to the ability of users to post arbitrary content on the website’s domain.
In this context, XSS gained widespread attention in 2005 when the social
media website MySpace fell victim to a worm that leveraged XSS to propagate
itself [Gro+07]. This malicious software rapidly spread by circumventing input
sanitization and injecting itself into the profile pages of users who visited an
infected profile. The severity of the situation forced MySpace to shut down its
website in less than 24 hours to halt the spread, which had already affected over
one million user profiles. Later, other major social networks, such as Twitter and
Facebook, encountered their fair share of XSS vulnerabilities [Liu+19; RSP17].
Fortunately, in some instances, these vulnerabilities were responsibly disclosed
before any exploitation could take place, resulting in bounties for the reporters,
with some of them going as high as $25, 000 [Ban20; Liu+19]. These substantial
bounties underscore the potential impact of such vulnerabilities.

Cross-Site Request Forgery

The World Wide Web initially operated as a stateless system, where web servers
did not retain any information about the users’ past interactions with the website.
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Consequently, users were required to provide their credentials for every action
requiring authentication. To simplify this process, browsers began to support
implicit user authentication through methods such as cookies, introduced in 1994
by NetScape [GS02; Kri01]. This way, users could undertake multiple actions
on a website without having to re-authenticate themselves for every request.
However, this convenience came at a cost, as implicit authentication could be
exploited by malicious actors to perform actions on behalf of unsuspecting users.

For instance, consider a website that employs cookies for implicit user
authentication following their initial login. Subsequent requests made by the
browser to that website are automatically authenticated through these cookies,
granting access to actions such as changing passwords, sending messages or
deleting data, without requiring the user to re-authenticate. An adversary could
exploit this functionality by tricking the user into visiting a malicious website,
which triggers a request to the website on which the user is logged in. Since the
request is implicitly authenticated, any action it triggers will be attributed to the
user. These attacks were given the name Cross-Site Request Forgery (CSRF) in
2001 [Lin+09].5 Later, in 2006, this vulnerability was referred to as “the sleeping
giant of web-based vulnerabilities” because it had largely gone unnoticed for
several years and its true extent was thought to be underestimated [CM07;
Gro06; Lin+09; ZF08]. This is partly because, at the time, only 0.1% of CVEs
were attributed to CSRF, despite various security experts regularly discovering
CSRF vulnerabilities in analyzed websites.

The term “sleeping giant” proved fitting, as several high-profile web services
(e.g. ING, YouTube, Gmail, The New York Times) were shown to be vulnerable
to CSRF attacks in subsequent years [BJM08; ZF08]. ING, for example, was
the first financial institution found vulnerable to CSRF attacks, where attackers
could illicitly transfer money from the victim’s account. At the time, no CSRF
countermeasures were in place, and consequently, the attack merely comprised
triggering a series of GET and POST requests in the victim’s browser. CSRF
remained a significant threat in web application security and was included in the
OWASP Top Ten of web application security risks from 2007 to 2013 [WW07;
WW10; WW13]. However, the various effective countermeasures developed
over the years, both client-side and server-side, led to a substantial reduction
in the prevalence of CSRF-vulnerable websites. This ultimately resulted in
the exclusion of CSRF from the OWASP Top Ten starting with the 2017
edition [WW17], in contrast to XSS.

5A more intuitive name for CSRF is “session riding”, symbolizing how attackers
metaphorically ride on the victim’s session.
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1.2.2 Privacy impact

In 1996, the privacy of users on the Web came under widespread scrutiny for
the first time, when an article in the Financial Times raised concerns about
the use of cookies for tracking users [Jac96]. Interestingly, as we have seen in
the preceding section, cookies were already introduced in 1994 by Netscape 2.0,
though their privacy implications were not widely understood at the time [GS02;
Kri01]. There was not even a formal specification for cookies; this was only
established in 1997 with RFC 2109, which used Netscape’s specification as a
foundation [Kri01].

Cookies were the first mechanism to allow websites to retain user-specific
information within the browser, thus simplifying development of stateful web
applications significantly. This innovation enabled websites to easily store
details like the user’s language preference, items in their online shopping cart
or whether they had previously visited the site. In most cases, however, cookies
were and still are employed to store unique identifiers that link to data residing
on the web server. Unfortunately, this process lacks transparency, as users
remain largely uninformed about the data that is linked to them. In essence,
while cookies provide significant usability enhancements, they also facilitate
user profiling by websites, thereby posing a substantial privacy risk.

An even more alarming development was the advent of third-party cookies,
which are set by and sent to websites other than the one the user is visiting.
To illustrate, when a user visits a news website with embedded advertisements,
the browser sends a request to the advertisement company’s domain to fetch
the advertisement. When responding by sending the requested advertisement,
the advertisement company can include a unique cookie which will be stored by
the browser. Consequently, when the user visits another website that includes
advertisements from the same company, the browser will again send a request
to the advertisement company’s domain, including the unique cookie. This
mechanism enables the advertising company to track the user across multiple
websites, thereby facilitating the construction of a personal browsing profile.

Remarkably, because of privacy concerns, the first formal specification, RFC
2109, forbade the use of third-party cookies unless users explicitly opt-in [KM97].
However, this rule was disregarded by the major browsers at the time, namely
Netscape and the emerging Internet Explorer. One primary reason for their
non-compliance was the potential backlash from advertisers, who coincidentally
were among the clients purchasing servers from these vendors [Kri01]. The
prohibition of third-party cookies remained intact in the reiteration of the
specification in 2000, RFC 2965, yet suffered a similar fate as its predecessor
and was not followed [Kri01]. In contrast, the most recent specification, RFC



8 INTRODUCTION

6265 from 2011, permits that third-party cookies are enabled by default [Bar11a].
However, it explicitly categorizes them as “worrisome” due to their privacy
implications and encourages browser vendors to implement countermeasures to
address this concern. Indeed, a vast body of research has already demonstrated
the implications of third-party cookies on privacy and their extensive use by
advertising-related companies to gather user information [Dam+22; Dim+22;
MM12; RKW12].

Nowadays, privacy-oriented web browsers are actively curbing the privacy
implications of third-party cookies. Notably, Firefox has implemented
partitioning of third-party cookies by default, rendering them useless for tracking
users across various domains [Moz23; Webb]. Lagging but pressured by the
growing body of privacy regulations and increased privacy awareness among
users, Chrome had previously committed to phasing out third-party cookies
entirely by 2022. Nevertheless, this transition has faced industry resistance
and has been postponed as a result [Cha22]. As of now, the initiation of the
third-party cookie phase-out is set to commence in the first quarter of 2024,
with the objective of completing the transition before the year’s end [Mer23].
Chrome plans to replace third-party cookies with their more privacy-friendly
Privacy Sandbox standard [GKK21]. Nonetheless, it is uncertain whether other
browsers will adopt this standard, as they have voiced criticism and concerns
about various aspects of the standard [Kes22; Res21].

While cookies are often criticized for their privacy implications, it is important
to note that they are not the sole mechanism used for tracking users across
the Web. Other mechanisms, such as LocalStorage, and practices like
browser fingerprinting, have also been extensively studied in the context of
tracking [Aca+14; Dim+21; Eck10; Lap+20; LRB16; MM12; Mozh; Vas+18].

1.3 Browser policies

A wide array of countermeasures has been developed to protect users from the
attacks and privacy concerns outlined in the previous section, encompassing
both client-side and server-side solutions. However, given this dissertation’s
emphasis on client-side enforcement, our discussion will be confined to this
aspect.

All countermeasures discussed in this section consist of two fundamental
elements: a policy that defines the rules of the countermeasure and an
implementation responsible for enforcing these rules. Some of these policies are
implicit, signifying that they are automatically enforced without necessitating
any website configuration. Conversely, explicit policies require the website to
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expressly specify its intent to enforce the policy, typically conveyed through a
response header. We collectively refer to all policies enforced by browsers as
browser policies. As we progress through this section, we will observe that prior
research has already demonstrated that the translation of a policy into a correct
and comprehensive implementation is often not a straightforward process and
is prone to errors.

1.3.1 Same-Origin Policy

The Same Origin Policy (SOP) is one of the oldest and most important security
policies on the Web [JLS13; SNM17]. This policy is implicit and, as such, it
is active by default, requiring no configuration by a website. Introduced in
1995 by the Netscape browser, this policy only allows scripts to interact with
resources that reside on the same origin as the script itself [SB11]. Here, origin
stands for the combination of the protocol, domain and port of a resource. For
instance, due to SOP, when a user visits https://attack.er, this website will
be unable to access any information from another website, such as the user’s
invoices on https://bank.com. SOP also prevents scripts from reading files
residing on the user’s file system, which would otherwise be possible by using a
file:// URL.

Unfortunately, the SOP is not formally defined, which has led to various
interpretations of the policy among browser vendors [Sin+10; SNM17].6
Additionally, many researchers have already found various ways to subvert the
SOP: through Cascading Style Sheets (CSS) [Hei+12], DNS rebinding [JLS13],
dynamic JavaScript employed by websites [Lek+15] and timing attacks [BB07;
VJN15].

Ideally, we would report on a comprehensive overview of SOP implementation
bugs as a way to convey the extent of the problem, but to the best of our
knowledge, no such overview has been published to date. This is related to
the fact that compiling this information presents various challenges due to
the inconsistent labeling practices on bug reporting platforms. For instance,
simply querying for bug reports labeled with SOP would not be representative.
Unfortunately, this issue is not confined to SOP and extends to the browser
policies discussed in the following sections as well. We will delve deeper into
this matter in Section 3.4.3.

6RFC 6454 formally defines the Web Origin Concept, which is used as a basis for
SOP [Bar11b].
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1.3.2 Content Security Policy

The Content Security Policy (CSP) was first presented in 2010 by Mozilla as
an in-depth defense against content injection attacks such as XSS, and was
later formalized into a W3C specification [SB12; SSM10]. In the subsequent
years all major browsers had implemented support for CSP [Mozf]. By defining
a CSP through the Content-Security-Policy header, developers can have
fine-grained control over the resources that the browser is allowed to load in
the context of their web pages. For example, if an adversary has managed to
bypass the employed content sanitization measures, CSP can act as the last
line of defense by preventing the browser from executing the injected script.
Throughout the years, CSP has been extended with additional functionality in
subsequent versions 2 and 3, such as new directives and keywords, and even
new use cases [WBV16; WS23]. Since then, it can also be used to upgrade
insecure requests to secure requests, to enforce framing policies and to control
the Referer header [Mozf].

Throughout its development history, researchers have identified several issues
with CSP, highlighting its complexity and the difficulties of implementing it
correctly [HMN15; SBR17; VHS16]. Additionally, as part of our work discussed
in Chapter 3, we collected 75 publicly released bugs for the CSP implementation
in Chrome and Firefox, demonstrating the prevalence of these issues.

1.3.3 Same-site cookies

The same-site cookie policy is the most recent addition to the set of browser
policies discussed in this thesis, as it has only been introduced around 2016 in
most major browsers and is now widely supported [KMG18; Sta17]. It is intended
to be used in conjunction with server-side best practices and countermeasures
against CSRF (e.g. CSRF tokens), as a defense in depth [WG16]. The policy is
explicitly configured by the website through the SameSite attribute of cookies,
which can be assigned the values strict, lax or none. When assigned strict,
the cookie should never be included in any cross-site request. The same
holds true for cookies assigned with lax, with exceptions for top-level GET
requests and requests initiated by <link rel=‘prerender’> elements. The
policy is disabled by assigning the value none. For example, in a hypothetical
scenario https://bank.com is vulnerable to a CSRF attack, because one of its
endpoints accepts POST requests carrying an authentication cookie to initiate
money transfers. By setting the SameSite attribute of the authentication
cookie to lax, the browser will not include this cookie in POST requests that are
initiated from a third-party domain, and thus any CSRF attack from a third-
party domain like https://attack.er will be thwarted. Still, authenticated
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requests initiated from https://bank.com to this endpoint will be successful,
as intended, as the cookie will be included here.

In 2020, Chrome and Firefox started rolling out a policy to automatically
treat cookies without a SameSite attribute as SameSite=lax by default [Con20;
Sta19]. This update is set to be incorporated in the upcoming specification of
the cookie standard, currently known as RFC 6265bis [BWW23]. The rationale
behind this decision is that previously, developers needed to opt-in for CSRF
protection, while with the updated policy they would be protected by default.
However, Firefox later reverted their rollout due to numerous websites breaking
as a result of this change [Bug22].

1.3.4 Tracking protection

Due to growing privacy concerns related to online tracking, various client-side
countermeasures have been introduced over the years, primarily in the form
of browser settings and extensions. Among the earliest of these measures
were options to block all cookies or specifically third-party cookies. However,
as previously mentioned, tracking methods go beyond the scope of cookies;
techniques like fingerprinting can also be employed to monitor users across the
Web without relying on cookies. [Aca+14; Dim+21; Eck10; Lap+20; LRB16;
Vas+18]. In such cases, completely blocking requests to third-party domains is
a more effective countermeasure.

To address the growing demand for enhanced privacy, several browser extensions
were developed to block requests to known tracking domains. These extensions
typically operate by maintaining a list of recognized tracking domains, known as
blocklists. When a request is made to one of these domains, it is blocked. Given
the popularity of these extensions and the increasing concern for user privacy,
browser vendors began incorporating tracking protection mechanisms into their
browsers. Firefox was one of the major browsers that took the lead in this regard,
introducing tracking protection in version 35, released in 2015 [KC15]. Firefox’s
approach mirrored that of most extensions, relying on blocklists. Subsequently,
in 2017, Safari 11 introduced Intelligent Tracking Prevention, which adopted a
machine learning-based approach instead of traditional blocklists. It leveraged
various website features to detect and block tracking [Weba; Wil17].

Many instances have surfaced where websites effectively exploit workarounds to
evade ad blocking and tracking protection measures. For instance, advertising-
related companies were observed abusing the WebSocket API as a method to
circumvent these protective measures [Bas+18; Bug16].
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1.4 Browser engines for cross-platform
development

Browser engines are the software components responsible for rendering web
pages, and thus for the user-facing functionality of web browsers. Over the
course of several years marked by intensive development efforts, these engines
have evolved into cross-platform and feature-rich backbones of modern web
browsers. Nowadays, the most popular engines among browsers are Blink7 (used
by Chrome, Edge, Opera and Brave), Gecko8 (used by Firefox and TorBrowser)
and WebKit9 (used by Safari). By observing this, it already becomes apparent
that even among browsers, browser engines are extensively shared and reused,
in avoidance of reinventing the wheel.

However, the importance of browser engines even extends beyond the realm of
web browsing. Their open-source nature has paved the way for a multitude of
other software projects to incorporate and repurpose them, thereby contributing
to their widespread adoption. For example, the Electron framework repurposed
Blink and the V8 JavaScript engine to provide developers with a cross-platform
framework for developing desktop applications. Various high-profile applications
have been developed using Electron, including Slack, Discord, Microsoft Teams
and Visual Studio Code.10 Also, mobile platforms like iOS and Android provide
developers with the option to use browser engines in their applications.

Nevertheless, the reuse of browser engines presents certain subtle challenges that
may not be immediately apparent. Web browsers, by default, prohibit implicit
access to the local file system due to inherent security concerns. However,
native applications incorporating browser engines may not uphold this strict
security posture, potentially exposing vulnerabilities. The same holds for other
capabilities, such as access to the microphone, camera or location. In these
cases, any content loaded by the browser engine could attempt to exploit this
lack of constraint. Especially messaging applications, on which users can send
arbitrary content to other users, are vulnerable to this. Here, an attacker
could attempt to inject malicious scripts into a message. Even more concerning
are applications that display arbitrary content without the need to bypass
sanitization mechanisms, such as Electronic Publication (EPUB) readers. These

7Google forked Blink from WebKit in 2013 because of simplification and performance
reasons [Bar13; Chrf].

8Gecko was originally released as a complete rewrite of Netscape’s browser engine, named
Raptor in 1998 and was later rebranded to its current name. The company behind Netscape
founded Mozilla in the same year [IV10].

9Apple forked WebKit from KHTML as part of the first release of Safari in 2003 [App03;
Webb].

10A more extensive list of applications can be found on https://www.electronjs.org/apps.

https://www.electronjs.org/apps
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applications render e-books authored by anyone, embedding HTML, CSS, and
potentially JavaScript that are to be interpreted by the engine.

1.5 Research questions and objectives

As we progressed through the preceding sections of this chapter, we have
delved into the broader context of the intricate nature of browsers and the
challenges that accompany their development. Much like the construction of
Rome, web browsers were not created in a day; they evolved piece by piece into
the sophisticated software we rely on today. However, the developers of the
earliest browsers could hardly have foreseen the extensive functionalities these
applications would come to support, let alone that their code would be adopted
by countless native applications. Consequently, the foundational work laid by
these pioneers did not account for the features, security measures and privacy
concerns that future developers would face. Nonetheless, this groundwork
remains in use to this day and continues to be built upon.

Simultaneously, the abundance of security and privacy policies supported by web
browsers must correctly coexist with the even greater abundance of supported
features. With each new policy introduced, every existing feature must undergo
scrutiny to ensure compliance. Vice-versa, every newly introduced feature must
be checked against all enforced policies to prevent potential abuse as a bypass.
This, for instance, combined with the previously discussed lack of foresight,
often leads to the dispersion of policy enforcement mechanisms throughout the
code base, typically in the form of conditional statements. This increases both
the cost of code maintenance and the likelihood of oversights. To gauge the
extent of these issues, we distill three research questions in the remainder of
this section.

Prior research has scrutinized a variety of policies, but the majority of these
are seemingly complex and intricate policies, such as CSP and SOP. Here, the
policy’s complexity may be a contributing factor to the issues that have been
identified. More straightforward policies, such as those governing cookies and
requests, had not been comprehensively studied yet. Bridging this gap could
provide valuable insights into the underlying causes of these problems:

Question 1: To what extent do implementation flaws, similar to those
found for seemingly more intricate browser policies, affect cookie and
request blocking policies?
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To establish robust solutions, a thorough comprehension of the fundamental
reasons behind these issues is essential. This necessitates an examination of
various facets of these bugs, including their lifecycle, the affected code and the
associated handling. A comprehensive analysis of a large dataset of bugs can
help us better grasp the root causes of these issues:

Question 2: What are the root causes of known browser policy bugs and
how can we mitigate them effectively?

As previously discussed, browser engines are not only extensively reused by
web browsers, but also repurposed by native applications. Some of these
applications have already been reported to be vulnerable to the same types of
attacks mounted against browsers. Nevertheless, it remains uncertain to what
extent these vulnerabilities affect native applications:

Question 3: How do security and privacy concerns that impact browsers
extend to other applications that incorporate browser engines?

In the upcoming sections, we elaborate on each of the posed research questions
and couple them with our approach of addressing them.

1.5.1 Cookie and request blocking policy implementation flaws

Cookies have evolved into a fundamental pillar of the World Wide Web, becoming
a ubiquitous element within modern web applications. For instance, the
significance of cookies is underscored by the challenges and resistance that are
delaying the transition to a Web without third-party cookies [Cha22]. Indeed,
web services that rely on cookies will have to be re-engineered to function
without them, particularly services that use them for authentication or tracking.
As we have explored in the previous sections, cookies are subject to a spectrum of
policies that impact their functionality. On one hand, browsers have introduced
the same-site cookie policy as a countermeasure against CSRF attacks. On the
other hand, many browsers now offer various settings to block (third-party)
cookies and requests, as do dozens of browser extensions, in response to the
privacy concerns associated with widespread tracking.

While prior research has already uncovered flaws in various browser policy
implementations, cookie and request policies have not been studied in a
comprehensive manner [Agg+10; HMN15; Sin+10; SNM17; Zhe+15]. To achieve
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this, it is essential to conduct a comprehensive set of experiments by addressing
two critical dimensions:

• Policy coverage: The experiments should encompass the full spectrum
of potential policy configurations.

• Feature coverage: The experiments should encompass all the features
currently supported by the browser, and all their possible configurations.

In the context of policy coverage, the same-site cookie policy covers two
settings: lax and strict. Regarding tracking protection, these policies fall
into the “set and forget” category, meaning that once you enable them, they
autonomously carry out their designated tasks. The setting to block (third-
party) cookies is similar, as it is either enabled or disabled.

The more challenging part here, however, lies with achieving comprehensive
feature coverage. In this context, coverage should encompass all features
that can trigger the browser to send a request. This is particularly crucial in
relation to tracking: even if only one feature is not covered by the policy’s
implementation, it can be exploited by trackers as a bypass to undermine
the protection in full. Furthermore, features can be used in various embedded
browsing contexts, such as within <iframe> elements, which could also influence
the browser’s enforcement behavior. In this light, multiple studies have already
demonstrated that trackers can be very creative in finding ways to circumvent
tracking protection mechanisms [Dam+22; Dim+21; MM12; RKW12].

Covering both dimensions leads to an extensive set of required experiments
to be conducted. Therefore, to make this project feasible, a certain level of
automation is required, while being compatible with a wide range of browsers
and browser extensions at the same time. As such, our first research goal is
stated as follows:

Objective 1: To conduct an automated and comprehensive evaluation of
cookie and request blocking policy implementations.

This evaluation, made possible by the development of an automated framework
designed to assess various browsers and browser extensions, is detailed in
Chapter 2. Here, we uncovered various bypasses in the implementations of
the same-site cookie policy, third-party cookie policy and tracking protection
mechanisms in virtually every browser.
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1.5.2 Root causes of security policy implementation bugs

Despite the abundance of research on web browser security and privacy
policies, a fundamental understanding of the underlying causes behind policy
implementation issues remains elusive. While previous studies have pointed to
the introduction of new features and decentralized enforcement as potential
factors contributing to policy implementation bypasses [Agg+10; JB08], no
systematic investigation has been conducted to comprehensively identify these
root causes. Similarly, various solutions to address implementation flaws have
been proposed, but these often focus on the limited set of identified flaws which
may not represent the true distribution of underlying causes.

In the field of software engineering, extensive research has examined software
system bugs, seeking to discover vulnerabilities and provide remedies, with
some studies focusing on browsers [Ale+22; BBB16; Bra+22b; CMN15; FAW13].
However, these studies heavily rely on the completeness and correctness of
bug reporting practices and primarily offer conclusions about the bug handling
process. We argue that to gain a well-founded understanding of root causes, it is
necessary to verify the information in bug reports, including the introducing code
changes (which is often not known) and the fixing code changes (which could
be incorrect). This requires the ability to trace the lifecycles of vulnerabilities
close to 100% accuracy, otherwise the study’s conclusions could be flawed.
Consequently, methods that rely on static code analysis, like the SZZ algorithm,
are unsuitable for this purpose [Bao+22; Ian+23; KPW06; Shi+23]. Furthermore,
many of these studies are limited to detecting changes between software release
versions, whereas our goal is to identify the exact code change that introduced
the bug, necessitating consideration of every single code revision.

In comparison to the previous research objective, this goal involves an even
larger number of experiments, as it requires evaluation at the level of software
revisions. Hence, automation is especially crucial here. In summary, our second
research goal is as follows:

Objective 2: To identify the root causes of policy implementation flaws
through an automated empirical analysis of bug lifecycles.

We accomplished this objective by pinpointing almost all publicly released CSP
bugs in Chromium and Firefox, and tracing their lifecycles to identify various
root causes. Our results, coupled with the framework developed for this purpose,
are presented in Chapter 3.
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1.5.3 Implications of browser engines in native applications

Unlike our previous research goals, which focused on issues that manifest in web
browsers, we now adopt a broader perspective. While it is known that browser
engines are susceptible to security and privacy flaws, prior research had not
explored whether these vulnerabilities also appear in non-browser applications
that incorporate a browser engine. It is worth noting, however, that numerous
reports have documented vulnerabilities in frameworks designed for embedding
browser engines, such as Electron [Sny]. Although it is certainly undesirable
for vulnerabilities to exist in the foundational component of an application,
this does not necessarily entail a practical exploit. Furthermore, there may
be alternative ways in which these applications can inadvertently introduce
vulnerabilities, beyond inheriting weaknesses from the embedded engine.

Web browsers, due to their extensive user base, are attractive targets for
attackers. Consequently, browsers are meticulously sandboxed from the user’s
OS to limit the potential impact of vulnerabilities. For example, websites are
generally unable to access files from the user’s file system without explicit
user consent. However, native applications, particularly on desktop platforms,
may have more flexibility in this regard and often possess broader capabilities,
including access to the file system. Even with the increasing prevalence of built-
in OS permissions, where users are explicitly prompted to grant permission
during installation or when an application attempts to use a specific capability
for the first time, these measures may not offer absolute protection against
potential risks. For instance, if an application requires file access permissions
for legitimate use, an attacker who manages to execute arbitrary code within
the application will also be able to abuse this capability and access the file
system as a result.

To attain a comprehensive understanding of the security and privacy implications
tied to the integration of browser engines in desktop applications, a methodical
study is imperative. Nonetheless, conducting such an investigation introduces
unique challenges compared to scrutinizing browser implementations. A
particularly significant hurdle arises from the fact that most desktop applications
are closed-source, making direct source code inspection impossible and
necessitating a dynamic approach. Even then, the dynamic evaluation of
desktop applications proves more complex compared to that of web browsers in
the context of our first research objective. While several libraries like Selenium
and Puppeteer exist for automating web browsers, equivalent tools for desktop
applications are notably absent. Furthermore, browsers tend to exhibit more
uniform behavior, often allowing interaction through command-line interfaces.
In contrast, desktop applications vary significantly in their usage patterns and
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functionalities, requiring a more adaptable and dynamic assessment approach.
With this in mind, we formulated the following research objective:

Objective 3: To investigate the security and privacy implications of native
applications that incorporate browser engines.

For this purpose, we undertook a thorough assessment of EPUB reading systems,
a category of native applications that incorporate browser engines, as outlined
in Chapter 4. Through the evaluation of 97 applications across seven platforms
using a semi-automated testbed, we identified numerous security and privacy
issues.
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Who Left Open the Cookie Jar?

A Comprehensive Evaluation
of Third-Party Cookie
Policies

It’s like a cookie, they all crumble.

– Dr. Dre [DS92]
(Nuthin’ but a “G” Thang, 1992)

This chapter was previously published as:

G. Franken, T. Van Goethem, and W. Joosen. “Who Left Open the Cookie
Jar? A Comprehensive Evaluation of Third-Party Cookie Policies”. In:
27th USENIX Security Symposium (USENIX Security 18). Baltimore, MD:
USENIX Association, Aug. 2018, pp. 151–168. isbn: 978-1-939133-04-5

In this chapter, we introduce a fully automated framework tailored for the
exhaustive assessment of cookie and tracking protection policy implementations,
the first of its kind. Leveraging this framework, we evaluated the effectiveness of
seven web browsers’ built-in mechanisms and 46 browser extensions advertised
either as ad blocker or anti-tracking tool. Moreover, this framework was
published as open-source and was used as a foundation for the framework
presented in Chapter 3. Beyond its automation capabilities, the core value of
this framework lies in its comprehensiveness: the carefully compiled test suite
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covered all known mechanisms that can trigger requests, even incorporating
various nested browsing contexts.

The results of our evaluation were brutal: virtually every evaluated tracking
protection mechanism was shown to be susceptible to circumvention. Partly due
to the non-comprehensive WebRequest API leveraged by browser extensions,
not a single ad blocking or anti-tracking extension was able to block all
mechanisms from triggering third-party requests. As such, users employing
these countermeasures were given a false sense of privacy for years on end.
Furthermore, several same-site cookie policy bypasses were discovered across
various browsers. Even built-in settings to block (third-party) cookies, which
had been around for years already, were circumventable in multiple browsers.
All identified bypasses were reported to the respective browser vendors and
extension developers.

In a follow-up project, published in IEEE’s Security & Privacy Magazine [FVJ19],
we re-evaluated the built-in mechanisms across the latest versions of web
browsers, one year after the original evaluation. Regrettably, developers did not
manage to rectify all of the reported issues. While the anti-tracking settings
did exhibit some enhancements by blocking a greater array of mechanisms,
their completeness remained unsatisfactory. Notably, the same-site cookie
vulnerabilities were resolved in Chrome and Opera, while Edge and the newly
introduced privacy-oriented browser Brave, remained affected.

Our work stands as a compelling argument that the complexities of a correct and
comprehensive implementation of browser policies are far from trivial. Despite
the ostensible simplicity of most anti-tracking policies, which primarily revolves
around blocking requests to any endpoint matching with one of the regular
expressions in a blocklist, a significant challenge persists. Within the context
of Firefox’s Tracking Protection, we confirmed that this challenge is partly
rooted in the retroactive introduction of this policy; compliance of pre-existing
mechanisms is not centrally enforced, but rather distributed across multiple
segments within the code base. This observation corroborates the findings of
Aggarwal et al. regarding Firefox’s Private Browsing mode [Agg+10]. The
potential root causes of policy implementation flaws are further discussed in
Chapter 3.

This work was awarded with a Distinguished Paper Award and the 2018 Internet
Defense Prize which came with a grant of $100, 000. As part of our outreach
efforts, we created a dedicated website where we provide a summary of our
findings.1

1https://wholeftopenthecookiejar.com/

https://wholeftopenthecookiejar.com/
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2.1 Introduction

Since its emergence, the Web has been continuously improving to meet the
evolving needs of its ever-growing number of users. One of the first and most
crucial improvements was the introduction of HTTP cookies [Bar11a], which
allow web developers to temporarily store information such as website preferences
or authentication tokens in the user’s browser. After being set, the cookies are
attached to every subsequent request to the originating domain, allowing users
to remain logged in to a website without having to re-enter their credentials.

Despite their significant merits, the way cookies are implemented in most modern
browsers also introduces a variety of attacks and other unwanted behavior. More
precisely, because cookies are attached to every request, including third-party
requests, it becomes more difficult for websites to validate the authenticity
of a request. Consequently, an attacker can trigger requests with a malicious
payload from the browser of an unknowing victim. Through so-called cross-site
attacks, adversaries can abuse the implicit authentication to perform malicious
actions through cross-site request forgery attacks [BJM08; ZF08], or extract
personal and sensitive information through cross-site script inclusion [Lek+15]
and cross-site timing attacks [BB07; GH15; VJN15].

Next to cross-site attacks, the inclusion of cookies in third-party requests also
allows for users to be tracked across the various websites they visit. Researchers
have found that through the inclusion of code snippets that trigger requests
to third-party trackers, the browsing habits of users are collected on a massive
scale [Aca+14; RKW12; Yu+16]. These trackers leverage this aggregated
information for the purpose of content personalization, e.g. on social networks,
displaying targeted advertisements, or simply as an asset that is monetized by
selling access to the accumulated data.

As a direct response to the privacy threat imposed by third-party trackers and
associated intrusive advertisements, a wide variety of efforts have been made.
Most prominently is the emergence of dozens of browser extensions that aim to
thwart their users from being tracked online. These extensions make use of a
designated browser API [Pie17] to intercept requests and either block them or
strip sensitive information such as headers and cookies. Correspondingly, several
browsers have recently introduced built-in features that aim to mitigate user
tracking. For instance, Firefox in its private browsing mode will by default block
third-party requests that are made to online trackers [Moz15]. It is important
to note that the effectiveness of these anti-tracking mechanisms fully relies on
the ability to intercept or block every type of request, as a single exception
would allow trackers to simply bypass the policies. In this chapter, we show
that in the current state, built-in anti-tracking protection mechanisms as well
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as virtually every popular browser extension that relies on blocking third-party
requests to either prevent user tracking or disable intrusive advertisements, can
be bypassed by at least one technique.

Next to tracking protections, we also evaluate a recently introduced and
promising feature aimed at defending against cross-site attacks, namely same-
site cookies [WG16]. While cross-site attacks share the same cause as online
tracking, i.e. the inclusion of cookies on third-party requests, their defenses
are orthogonal. The SameSite attribute on cookies can be set by a website
developer, and indicates that this cookie should only be included with first-party
requests. Consequently, when this policy is applied correctly, same-site cookies
defend against the whole class of cross-site attacks. Similar to the tracking
defenses, the security guarantees provided by same-site cookies stand or fall
by the ability to apply its policies on every type of request. As part of our
evaluation, we discovered several instances in which the same-site cookie policy
was not correctly applied, thus allowing an adversary to send authenticated
requests regardless of the lax or strict mode applied to the same-site cookie.
Although this bypass could only be used to trigger GET requests, thereby
making the exploitation of CSRF vulnerabilities in websites that follow common
best-practices more difficult, it does underline the importance of a systematic
evaluation to test whether browser implementations consistently follow the
policies proposed in the specification.

In this chapter, we present the first extensive evaluation of policies applied
to third-party cookies, whether for the purpose of thwarting cross-site attacks
or preventing third-party tracking. This evaluation is driven by a framework
that generates a wide-range of test cases encompassing all methods that can
be used to trigger a third-party request in various constructs. Our framework
can be used to launch a wide variety of different browsers, with or without
extensions, and analyze, through an intercepting proxy, whether the observed
behavior matches the one expected by the browser instance. We applied this
framework to perform an analysis of 7 browsers and 46 browser extensions, and
found that for virtually every browser and extension the imposed policy can
be bypassed. The sources for these bypasses can be traced back to a variety
of implementation, configuration and design flaws. Further, our crawl on the
Alexa top 10,000 did not identify any use of the discovered bypasses in the wild,
indicating that these are novel.

Our main contributions are the following:

• We developed a framework with the intent to automatically detect bypasses
of third-party request and cookie policies. This framework is applicable
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to all modern browsers, even in combination with a browser extension or
certain browser settings.

• By applying the framework to 7 browsers, 31 ad blocking and 15 anti-
tracking extensions, we found various ways in which countermeasures
against cookie leaking can be bypassed.

• We performed a crawl on the Alexa top 10,000, visiting 160,059 web pages,
to inspect if any of these bypasses were already being used on the Web.
In order to estimate the completeness of our framework, we analyzed the
DNS records spawned by each web page.

• Finally, we propose solutions to rectify the implementations of existing
policies based on the detected bypasses.

2.2 Background

A fundamental trait of the modern web is that websites can include content
from other domains by simply referring to it. The browser will fetch the
referenced third-party content by sending a separate request, as shown in
Figure 2.1. The web page of first-party.com contains a reference to an
image that is hosted on third-party.com. In this scenario, the user first
instructs his browser to visit this web page, e.g. by entering the address in the
address bar or by clicking on a link. This will initiate a request to the web
page http://first-party.com/, and a subsequent response will be received
by the browser (1). While parsing the web page, the user’s browser comes
across the reference to https://third-party.com and fetches the associated
resource by sending a separate request (2). The browser will include a Cookie
header [Bar11a] to the request if these were previously set for that domain
(using the Set-Cookie header in a response). This applies to both the request
to first-party.com as well as third-party.com. In this scenario, we would
name the cookies attached to the latter request third-party cookies, as this is a
request to a different domain than the including document.

2.2.1 Cross-site attacks

Because browsers will, by default, attach cookies to any request, including third-
party requests, an adversary is able create a web page that constructs malicious
payloads which will be sent using the victim’s authentication. Through these
so-called cross-site attacks, attackers can trigger state changes on vulnerable
websites or extract sensitive information.
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Figure 2.1: Example of a cross-site request.

One of the most well-known cross-site attacks is CSRF. CSRF attacks aim to
perform undesirable actions, e.g. transfer funds to the account of the adversary,
on behalf of the victim who is authenticated at the vulnerable website. Typically,
this will be done by triggering a POST request to the targeted website, as it is
considered best-practice to prevent GET requests from having any state-changing
effect [Fie+99]. Although websites of large organizations such as The New York
Times, ING, MetaFilter and YouTube have been found to be vulnerable to
CSRF attacks in the past [ZF08], the increased awareness among web developers
and countermeasures integrated in popular frameworks resulted in a drastic
decrease in vulnerable websites. According to the OWASP Top Ten Project,
only 5% of current websites were found to be vulnerable, thus leading to the
exclusion of CSRF from the list of the ten most critical web application security
risks. Effective countermeasures, such as requiring an unguessable token in
requests, have been known for a long period [BJM08; ZF08], and have been
extensively applied [Van+14].

In contrast to CSRF, Cross-Site Script Inclusion (XSSI) and cross-site timing
attacks aim to derive sensitive information. XSSI attacks bypass the SOP in an
attempt to obtain information linked to the authenticated user account [Lek+15].
Timing attacks, on the other hand, try to construct sensitive data by observing
side-channel leaks [BB07; GH15; VJN15].

A recently proposed mechanism called same-site cookies aims to protect against
the whole class of cross-site attacks [WG16]. Same-site cookies are generic
cookies with an additional attribute named SameSite. Similar to other cookie
attributes, the SameSite attribute is determined by the website that sets the
cookie. This attribute can be given one of two values: lax or strict. When
the value is set to lax, the cookie may only be included in cross-site GET
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requests that are top-level (i.e. the URL in the address bar changes due to
the request). An exception to this is a cross-site request initiated by Prerender
functionality [Chr11], in which this cookie is included anyway. When the
attribute value is set to strict, the cookie may never be included in any
cross-site requests.

At the time of writing, same-site cookies are supported by Chrome, Opera,
Firefox and Edge [KMG18; Mic18; Sta17]. Same-site cookies are backwards
compatible; browsers that do not offer support will just treat same-site cookies
as regular cookies. This, combined with the fact that same-site cookies are
mainly intended as an in-depth defense mechanism, encourages web developers
to still employ traditional defenses such as CSRF tokens to thwart cross-site
attacks. While the adoption of same-site cookies is still relatively small, with
only a few popular websites implementing them [Sha17], the fact that they
can mitigate a whole class of attacks makes them a very promising defense
mechanism.

2.2.2 Third-party tracking

Internet users can be tracked for a variety of purposes, often with economic
motives as the driving force behind it, e.g. advertising, user experience or
data auctioning [MM12]. One way of employing online tracking is through
embedded advertisements, which include tracking scripts to learn more about
the user’s interests and personalize the advertisements based on this information.
Alternatively, website administrators may include scripts from analytic services,
which gather insights in how users interact with their website, provided that this
service can also use the collected data for its own purposes. Moreover, websites
may embed functionality of a social platform through which users can engage
with each other. Because the resource containing embedded functionality is
requested upon each page visit, the social platform can track which websites
their users visit.

The main technique that is used to track users across different websites is by
means of third-party cookies. More precisely, a script that is included on a wide
range of websites, e.g. to display advertisements, triggers a request to the server
of the tracker. Subsequently, the tracker checks whether this request contains a
cookie, and either associates the triggered request with the profile of the user,
or creates a new profile and responds with a Set-Cookie header containing the
newly generated cookie. In the latter case, the user’s browser will associate the
cookie with the site of the tracker, and will include it in all subsequent requests
to it. This allows the tracker to follow users across all websites that include a
script that initiates the request to the tracker.
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Because of the raised awareness of online tracking among the general public,
many users delete cookies on a regular basis [com11], which results in a seemingly
new user profile from the tracker’s perspective. As a reaction, some online
trackers have resorted to more extensive tracking methods, such as respawning
cookies via Flash [Sol+09] and other web mechanisms [Aye+11], and browser
fingerprinting [Aca+14; Eck10; Sol+09; Yen+12]. As the evaluation presented in
this chapter mainly focuses on cookie policies imposed by browsers or browser
extensions, our main focus is on “traditional” user tracking by means of third-
party cookies. However, because the more recent tracking mechanisms also rely
on sending requests to the tracker, e.g. containing the browser fingerprint, these
are also subjected to the browser and extension policies. Bypasses of these
policies can also be leveraged by trackers to smuggle their requests past the
protection mechanisms.

2.3 Framework

Despite all standardization efforts, browser implementations may exhibit
inconsistent behavior or even deviate from the standard. Additionally, web
features from different standards may interfere with each other, causing
unintended side-effects, which may affect the security and privacy guarantees.
Despite prior efforts to verify these guarantees [JTL12; Ler+13], the real-world
prevalence of inconsistencies remains hard to measure as modern browsers consist
of millions of lines of code, or may be proprietary, preventing researchers access
to their source code. In this chapter, we evaluate the validity of constraints
that are imposed on stateful third-party requests, either by browsers themselves
or by browser extensions. Because of the limitations of source-code analysis,
we design a framework that considers browsers, in various configurations, as
a black box. This section outlines the design choices and implementation of
this framework. The source code of our framework has been made publicly
available.2

2.3.1 Framework design

The goal of our framework is to detect techniques that can be used to
circumvent policies that strip cookies from cross-site requests, or that try
to block these requests completely. To achieve this, our framework consists of
various components ranging from browser control to test-case generation. These

2https://github.com/DistriNet/xsr-framework

https://github.com/DistriNet/xsr-framework
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Figure 2.2: Design of the framework that we used to detect bypasses of imposed
cross-site request policies.

components and their interactions are depicted in Figure 2.2, and discussed in
the following sections.

Browser manipulation

The framework is driven by the Framework Manager component, which is
provided with information on which browsers and browser extensions need to
be analyzed. The manager instructs the Browser Control component to create
a specific browser instance with the predefined settings. The controller will
then instruct the browser instance to visit one of the generated test-cases by
leveraging browser-specific Selenium WebDriver3 implementations. Browsers
that do not have Selenium support, are controlled by manually configuring a
browser profile and are then launched through the command-line.

Test environment

Prior to executing all test scenarios, the browser instance is first prepared.
More specifically, on the target domain, i.e. the domain for which the test cases
will try to initiate an illegitimate cross-site request, we install several cookies.
Each of these cookies has different attributes: none, which does not impose
any restrictions on the cookies, HttpOnly, which restricts the cookie from being
accessed by client-side scripts, and Secure, which only allows this cookie to be
sent over an encrypted connection. Throughout the remainder of the text, we
refer to cookies as cookies with any one of these attributes, unless explicitly
stated otherwise. Furthermore, for browsers that support it, we installed two

3https://www.seleniumhq.org/

https://www.seleniumhq.org/
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cookies with the SameSite attribute: one with the value set to lax, and one
set to strict. Finally, we instruct the browser to route all requests through
a proxy, allowing us to capture and analyze the specific requests that were
initiated as part of a test.

2.3.2 Test-case generation

Because of the abundance of features and APIs implemented in modern browsers,
there exist a very large number of techniques that can be leveraged to trigger
a cross-site request. For each such technique, our framework generates a web
page containing a relevant test case.

Request-initiating mechanisms

As there exists no comprehensive list of all feature that may initiate a request,
we leveraged the test suites from popular browser engines, such as WebKit,
Firefox, as well as the web-platform-tests project by W3C4 to compose an
extensive list of different request methods. In addition, we analyzed several
browser specifications to verify the completeness of this list. What follows is a
summary of the mechanisms we used, subdivided into seven different categories.

HTML tags The first group of request mechanisms consists of HTML elements
that can refer to an external resource, such as <img>, <iframe> or <script>
tags. Upon parsing the HTML document, the browser will initiate requests to
fetch the referred resources. As a basis, we used the HTTPLeaks project5, which
contains a list of all possible ways HTML elements can leak HTTP requests.
This list was combined with techniques related to features that were recently
introduced, and account for 196 unique methods. It should be noted that all
HTML-based requests only initiate GET requests.

Response headers Response headers allow websites to include extra informa-
tion alongside the resource that is served. We found that two classes of response
headers may trigger an additional request, either as soon as the browser receives
the headers or upon certain events. The first class of such response headers are
Link headers, which indicate relationships between web resources [Not10]. The
header can be used to improve page-load speeds by signaling to the browser
which resources, such as stylesheets and associated web pages, can proactively

4https://github.com/w3c/web-platform-tests
5https://github.com/cure53/HTTPLeaks

https://github.com/w3c/web-platform-tests
https://github.com/cure53/HTTPLeaks
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be fetched. In most cases, the browser will request the referenced resources
through a GET request.

The other class of response headers that initiate new requests are related to
CSP [WS23]. More precisely, through the Content-Security-Policy header6,
a website can, among other things, indicate which resources are allowed to
be loaded. Through the report-uri directive, websites can indicate that any
violations of this policy should be reported, via a POST request to the provided
URL. Recently, another directive named report-to has been proposed, which
allows reporting through the Reporting API [GW17]. As this directive and API
are not yet supported by any browser, we excluded them from our analysis.
Nevertheless, they are a prominent example of the continuously evolving browser
ecosystem, and highlight the importance of analyzing the unexpected changes
new features might bring along.

Redirects Top-level redirects are often not regarded as cross-site requests,
because stripping cookies from them would cause breakage of many existing
websites. Nevertheless, we included them in our evaluation for the sake of
completeness, because various scenarios exist in which top-level redirects can
be abused. For instance, a tracker trying to bypass browser mitigations can
listen for the blur event on the window element, which indicates that the user
switched tabs. When receiving this event, the tracker could trigger a redirect
to its own website in the background tab, which would capture information
from the user and afterwards redirect him back to the original web page. In
our framework, we evaluate redirection mechanisms through the Location
response header, via the <meta> tag, setting the location.href property and
automatically submitting forms.

JavaScript Browsers offer various JavaScript APIs that can be used to send
requests. For instance, the XMLHttpRequest API can be used to asynchronously
send requests to any web server [Moz17f]. More recently, the Fetch API
was introduced, which offers a similar functionality and intends to replace
XMLHttpRequest [Moz17b]. Similarly, the Beacon API can be used to
asynchronously send POST requests, and is typically used to transmit analytic
data as it does this in a non-blocking manner and the browser ensures the request
is sent before the page is unloaded [Moz17a]. Finally, there are several browser
features that allow web developers to set up nonstandard HTTP connections. For
instance, the WebSocket API can be used to open an interactive communication
session between the browser and the server [Moz17e]. Also, the EventSource

6There also exist experimental CSP headers such as X-Content-Security-Policy and
X-WebKit-CSP, as well as a report-only header.
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API can be used to open a unidirectional persistent connection to a web server,
allowing the server to send updates to the user [Moz18a]. The latter two
mechanisms are initiated using a GET request.

PDF JavaScript In addition to statically showing information, PDFs also
have dynamic features that are enabled through JavaScript code embedded
within the PDF file. For example, through the JavaScript code it is possible
to trigger POST requests by sending form input data. The capabilities of the
PDF and the JavaScript embedded within it, depend on the viewer that is used.
Next to the system-specific viewer, some browsers also implement their own
PDF viewer, which shows the contents in a frame. The viewer used by Chrome
and Opera, PDFium [Gooc], is implemented as a browser extension and does
support sending requests. To our knowledge, this is not the case for Firefox’
PDF.js library [Git], as we did not manage to simulate this, nor did we find
any source to confirm this.

AppCache API Although the AppCache API has been deprecated, it is still
supported by most browsers [Moz18b]. This mechanism can be used to cache
specific resources, such that the browser can still serve them when the network
connection is lost. Web developers can specify the pages that should be cached
through a manifest file. When the browser visits a page that refers to this file,
the specified resources, which may be hosted at a different domain, will be
requested through a GET request and subsequently cached.

Service Worker API Service workers can be seen as a replacement for the
deprecated AppCache API. They function as event-driven workers that can be
registered by web pages. After the registration process, all requests will pass
through the worker, which can respond with a newly fetched resource or serve
one from the cache. Next to fetching the requested resources, service workers
can also leverage most7 browser APIs to initiate additional requests.

Test compositions

The most straightforward way to initiate a new request is to include the
mechanism directly in the top-level frame. For example, for the purpose of
tracking, web developers typically include a reference to a script or image hosted
at the tracker’s server. However, because their top-level document can include
different documents through frames, it is possible to create more advanced test

7XMLHttpRequest is not supported in service workers.
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compositions. In our framework, we tested 8 test-case compositions, where
resources from different domains were included in each other, either through an
<iframe> or by specific methods, such as importScripts in JavaScript. As we
did not detect any behavior related to the test-case compositions, we omitted
the details from the chapter. We refer to Appendix A.1 for an overview of the
different compositions that were used.

2.3.3 Supported browser instances

In order to generalize our results, and detect inconsistencies we evaluated a
wide variety of browser configurations. These configurations range over the
different browsers and their extensions, considering all the relevant settings.

Web browsers

The primary goal of our evaluation was to analyze browsers for which
inconsistencies and bypasses would have the largest impact. On the one hand, we
included the most popular and widely used browsers: Chrome, Opera, Firefox,
Safari and Edge. On the other hand, we also incorporated browsers that are
specifically targeted towards privacy-aware users, and thus impose different rules
on authenticated third-party requests. For instance, Tor Browser makes use
of double-keyed cookies: instead of associating a cookie with a single domain,
the cookies are associated with both the domain of the top-level document as
well as domain that set the cookie. For example, when siteA.com includes a
resource from siteB.com that sets a cookie, this cookie will not be included when
siteC.com would include a resource from siteB.com. Finally, we also included
the Cliqz browser, which has integrated privacy protection that is enforced by
blocking requests to trackers.

Browser settings

Most modern web browsers provide an option to block third-party cookies.
While this can be considered as a very robust protection against both cross-
site attacks and third-party tracking, it may also interfere with the essential
functionality for websites that rely on cross-site communication. Moreover,
some browsers provide built-in functionality to prevent requests from leaking
privacy-sensitive information. For instance, Opera offers a built-in ad blocker
that is based on blacklists. By default, the anti-tracking and ad blocking lists
from EasyList and EasyPrivacy are used, but users are able to also define
custom ones. In our framework, we only considered the default setting of the
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built-in protection. Another browser that provides built-in tracking protection
is Firefox. Here, the mechanism is enabled by default when browsing in “Private
mode”, and also leverages publicly available and curated blacklists [KC15].

Recently, Safari introduced its own built-in tracking protection, which uses
machine learning algorithms to determine the blacklist [Weba]. Requests sent
to websites on this blacklist are subjected to cookie partitioning and other
measures to prevent the user from being tracked. For example, cookies will
only be included in a cross-site request when there was a first-party interaction
within the last 24 hours with the associated domain. Although we were unable
to infer the rules of these machine learning algorithms, we still subjected this
built-in option to our framework in order to be complete.

Browser extensions

Next to built-in tracking prevention, users may also resort to extensions to
prevent their browsing behavior and personal information from leaking to third
parties. As these extensions may also impose restrictions on how requests are
sent, and whether cookies should be sent along in third-party requests, we also
included various anti-tracking and ad blocking extensions. Due to the excessive
amount of such extensions, we were unable to test all. Instead, we made a
selection based on the extension’s popularity, i.e. the total number of downloads
or active users, as reported by the extension store. In total, we evaluated 46
different extensions for the 4 most popular browsers (Chrome, Opera, Firefox
and Edge). An overview of all extensions that were evaluated can be found in
Appendix A.2.

Most browsers’ anti-tracking and ad blocking extensions share a common
functionality. By making use of the WebRequest API [Moz17d], extensions
can inspect all requests that are initiated by the browser. The extension can
then determine how the request should be handled: either it is passed through
unmodified, or cookies are removed from the request, or the request is blocked
entirely. This decision is typically made based on information about the requests,
namely whether it is sent in a third-party context, which element initiated it,
and most importantly, whether it should be blocked according to the block list
that is used. It should be noted that for the browser extension to work correctly,
it should be able to intercept all requests in order to provide the promised
guarantees. This is exactly what we evaluate by means of our framework.
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2.4 Results

By leveraging our framework that was introduced in Section 2.3, we evaluated
whether it was possible to bypass the policies imposed on third-party requests
by either browsers or one of their extensions. The results are summarized in
Table 2.1, Table 2.2, and Table 2.3, and will be discussed in more detail in the
remainder of this section. These three tables follow a similar structure. For each
category of request-triggering mechanism, we indicate whether a cookie-bearing
request was made for at least one technique within this category using a full
circle ( ). A half circle (G#) indicates that for at least one technique within that
category a request was made, but that in all cases all cookies were omitted from
the request. Finally, an empty circle (#) indicates that none of the techniques
of that category managed to initiate a request. Note that these results only
reflect regular, HttpOnly and Secure cookies. Same-site cookies are discussed in
Section 2.4.3. We refer to a more detailed explanation about the bug reporting
in Appendix A.3 through the indicated [bug#] tags. For a more detailed view
of detected leaks and leaks for future browser and extension versions, we kindly
direct you to our website.8

2.4.1 Web browsers and built-in protection

The results of applying our framework to the 7 evaluated browsers, both with
their default settings as with the built-in measures that aim to prevent online
tracking enabled, are outlined in Table 2.1. All tests are performed on the
browser versions mentioned in this table, unless stated otherwise. In general, it
can be seen that differences in browser implementations, often lead to differences
in results. The most relevant results are discussed in more detail in the following
sections.

Default settings

Under default configuration, nearly all of the most widely used browsers send
along cookies with all third-party requests. Exceptionally, due to enabling its
tracking protection by default, Safari only does so for redirects. We will discuss
this further in Section 2.4.1 with the other evaluated built-in options.

Besides Safari, the privacy-oriented browsers also generally perform better in
this regard: with a few exceptions, both Cliqz and Tor Browser manage to
exclude cookies from all third-party requests. Most likely because redirects are

8https://WhoLeftOpenTheCookieJar.com

https://WhoLeftOpenTheCookieJar.com
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AppCache HTML Headers Redirects PDF JS JavaScript SW
Chrome 63        
- Block third-party cookies G# G# G#   G# G#

Opera 51        
- Block third-party cookies∗ G# G# G#   G# G#
- Ad Blocker   #  #   

Firefox 57     #   
- Block third-party cookies G# G# G#  # G# G#
- Tracking Protection     #   

Safari 11 #† G# #  # G# N/A
- No Intelligent Tracking Prevention  †  #  #  N/A
- Block third-party cookies‡  †  G#  #  N/A
Edge 40   G#  #  N/A
- Block third-party cookies   G#  #  N/A
Cliqz 1.17∗ G#  G#  # G# G#
- Block third-party cookies G# G# G#  # G# G#

Tor Browser 7 # G# G#  # G# N/A

 : request with cookies G#: request without cookies #: no request
∗ Secure cookies were omitted in all requests.
† Safari does not permit cross-domain caching over https (only over http).
‡ Safari 10.1.2

Table 2.1: Results from the analysis of browsers and their built-in security and
privacy countermeasures.

not considered as cross-site (as the domain of the document changes to that of
the page it is redirected to), cookies are not excluded for redirects. However, as
we outlined in Section 2.3.2, this technique could still be used to track users
under certain conditions.
<img src=" data:image /svg+xml ,
<svg>
<image xlink:href= ’https: //
third-party.com /leak ’>
</ image>
</svg>">

Listing 2.1: Bypass technique found for Cliqz

Another interesting finding is that in the HTML category, we found that for
several mechanisms Cliqz would still send along cookies with the third-party
request. An example of such a mechanism is shown in Listing 2.1. Here an <img>
element included an SVG via the data: URL. Possibly, this caused a confusion
in the browser engine which prevented the cookies from being stripped.
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Third-party cookie blocking

In addition to the default settings, we also evaluated browsers when these were
instructed to block all third-party cookies. For Tor Browser, this feature was
already enabled by default. Consequently, Table 2.1 contains no results for Tor
Browser under these settings.

Similar to what could be seen from the results of the privacy-oriented browsers,
top-level redirects are not considered as third-party, and thus do not prevent a
cookie to be sent along with the request. One of the most surprising results
is that the browsers that use the PDFium reader to render PDFs directly in
the browser (Google Chrome and Opera), would still include cookies for third-
party requests that are initiated from JavaScript embedded within PDFs [bug1].
Because PDFs can be included in iframes, and thus made invisible to the end
user, and because it can be used to send authenticated POST requests, this
bypass technique could be used to track users or perform cross-site attacks
without raising the attention of the victim. This violates the expectations of
the victim, who presumed no third-party cookies could be included, which
should safeguard him completely from cross-site attacks. At the time of writing,
PDFium only provides support for sending requests, but does not capture any
information about the response. As such, XSSI and cross-site timing attacks
are currently not possible. However, as indicated in the source code9, this
functionality is planned to be added.

Because the option to block third-party cookies was removed from the latest
Safari, we had to use a previous version (Safari 10). We found that setting
cookies in a third-party context was successfully blocked. However, cookies -
set in a first-party context - were still included in cross-site requests [bug2].
On top of that, we also found that Safari’s option to block all cookies suffered
from somewhat the same problem. Likewise, it managed to block the setting of
third-party cookies, but cookies that were set before enabling this option were
still included in cross-site requests. This problem was solved in Safari 11 by
deleting all cookies upon enabling the option to block all cookies.

For Edge, we found that, surprisingly, the option to block third-party cookies
had no effect: all cookies that were sent in the instance with default settings,
were also sent in the instance with custom settings [bug3]. We believe that this
may have been the result of a regression bug in the browser, which disabled
support for this feature but did not remove the setting.

9https://chromium.googlesource.com/chromium/src/+/66.0.3343.2/pdf/out_of_proc
ess_instance.cc#1437

https://chromium.googlesource.com/chromium/src/+/66.0.3343.2/pdf/out_of_process_instance.cc#1437
https://chromium.googlesource.com/chromium/src/+/66.0.3343.2/pdf/out_of_process_instance.cc#1437
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Built-in protection mechanisms

In total, we evaluated three built-in mechanisms that protect against tracking
(Firefox’ and Safari’s tracking protection mode), or block advertisements
(Opera’s ad blocker). For Firefox and Opera, our framework managed to
detect several bypasses. Although Opera’s ad blocker managed to block all
requests that were triggered by headers or by JavaScript embedded in PDFs, in
all other categories cookie-bearing requests were made [bug4]. Although it did
manage to block certain requests, e.g. for HTML tags, out of the 58 requests
that were sent in the regular browsing mode, 6 were not blocked. These 6
bypass techniques spanned different browser mechanisms (CSS, SVG, <input>
and video), so it is unclear why these are treated differently.

For Firefox, we observed comparable results: although many requests were
blocked (e.g. for the HTML category, 46 out of 51 requests were blocked), for
each applicable category there was at least one technique that could circumvent
the tracking protection [bug5]. By analyzing the Firefox source code, we traced
the cause of these bypasses back to inconsistencies in the implementation. We
discuss this in more detail in Section 2.6.1.

In contrast to the former built-in options, Safari’s Intelligent Tracking Prevention
managed to mitigate all third-party cookies to a tracking domain, apart from
redirects. However, we found that future completeness can be undermined
by having this option disabled for even a short interval. Third-party cookies
set in this interval by tracking domains, which otherwise would have been
prevented, will still be included in cross-site requests after enabling the option
again, identical to the results when the option is disabled. Luckily, this option is
enabled by default, so future completeness can only be affected through explicit
disabling by the user. As we already mentioned in Section 2.3.3, third-party
cookies will be included if first-party interaction has been occurred in the last
24 hours. This can be provoked by redirects or pop-ups to the tracking domain,
although pop-ups are blocked by default.

2.4.2 Browser extensions

In total, we evaluated 31 ad blocking and 15 tracking protection extensions.
The results are summarized in Table 2.2 and Table 2.3 respectively. Due to
space constraints, we aggregated extensions in different sets when these shared
the same category-level results. Note that within a single set, extensions may
still exhibit different results within one category. An overview of all browser
extensions that were considered can be found in Appendix A.2. Guided by the
resulting data, we found several common causes for the discovered bypasses.
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AppCache HTML Headers Redirect PDF JS JavaScript SW

Chrome

SET A1 (3/14)        
SET A2 (3/14)  # G#     
SET A3 (1/14)  # #     
SET A4 (1/14)  # #   #  
SET A5 (1/14)  # # #    
SET A6 (3/14)  # # #  #  
SET A7 (2/14) # # #   # #

Opera

SET A8 (2/9)        
SET A9 (1/9)  # G#     
SET A10 (2/9)  # #     
SET A11 (1/9)  # #   #  
SET A12 (1/9)  # # #    
SET A13 (1/9)  # # #  #  
SET A14 (1/9) # # #   # #

Firefox

SET A15 (2/5)   G#  #  #
SET A16 (1/5)   #  # # #
SET A17 (1/5)   # # # # #
SET A18 (1/5) #  #  # # #

Edge

SET A19 (1/4)   G#  #  N/A
SET A20 (1/4)  # #  #  N/A
SET A21 (1/4) #  #  #  N/A
SET A22 (1/4) # # #  #  N/A

 : request with cookies G#: request without cookies #: no request

Table 2.2: Results from the analysis of ad blocking extensions per browser.

Considering the results of all Chrome- and Opera-based extensions, it is clear
that none of these managed to block the cookie-bearing third-party request
when the request is initiated by JavaScript code embedded within a PDF.
Although this result is similar to the results we observed when the browser was
instructed to block all third-party cookies, the specific cause slightly differs.
As the requests are sent from within a browser extension, the browser does
not regard it as a cross-site request, and thus does not strip its cookies in
the case when the “block third-party cookies” setting is enabled. However,
another issue arises when a browser extension wants to block these requests: the
WebExtension API does not allow an extension to intercept traffic from another
extension. Consequently, this issue can not be mitigated by the anti-tracking
and ad blocking extension developers [bug6].

Only few browser extensions correctly block cross-site requests initiated through
the AppCache API. By analyzing the source code of the bypassed extensions,
we found that these shared the same root cause. Although the listener for the
onBeforeRequest event was always able to intercept the request, the extensions
verified the provided tab identifier. However, for requests that originated from
AppCache, this identifier was set to -1, a value that was not expected by the
extension, as it may also be related to inherent browser functionality such as
address bar autocompletion. As extension developers try to prevent interfering
with regular browsing behavior, most extensions performed no actions on
requests that caused these unexpected parameters [bug8].
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AppCache HTML Headers Redirect PDF JS JavaScript SW

Chrome

SET B1 (1/6)        
SET B2 (1/6)    #    
SET B3 (3/6)  # #     
SET B4 (1/6)  # # #  #  

Opera
SET B5 (1/4)        
SET B6 (2/4)  # #     
SET B7 (1/4)  # # #    

Firefox

SET B8 (1/4)     #   
SET B9 (1/4)   #  #  #
SET B10 (1/4)   # # #  #
SET B11 (1/4) G# G# G#  #   

Edge SET B12 (1/1)   #  #  N/A

 : request with cookies G#: request without cookies #: no request

Table 2.3: Results from the analysis of tracking protection extensions per
browser.

Furthermore, we found that for requests initiated from service workers bypasses
were made possible due to the same reasons. However, in this case Firefox-based
extensions did manage to block the third-party requests. We found that this
is because Firefox assigns the tab identifier to the tab on which the service
worker was originally registered. As a result, from the perspective of the browser
extension this seemed as a regular request, thus allowing the normal policies
to be applied. In total, we found that 26 browser extension policies could be
bypassed with the AppCache technique, and 20 through service workers.

Contrasting to extensions of other browsers, almost every Firefox-based
extension could be bypassed in the HTML category. In most cases, this
was caused by a <link> element, which rel attribute was set to "shortcut
icon". By further analyzing this case, we traced back the cause of this
issue to an implementation bug in the WebExtension API. We found that
the onBeforeRequest event did not trigger for requests originating from this
link element [bug7]. Although abusing this bug may not be straightforward,
as it is only sent when a web page is visited for the first time, it does indicate
that browsers exhibit small inconsistencies, which may often lead to unintended
behavior.

In the JavaScript category, we found that most extensions could be bypassed
with at least one technique: for the tracking extensions, only a single extension
managed to block requests initiated by JavaScript. Most prevalently, a
bypass was made possible because of WebSocket connections. We found that
a common mistake extension developers made, was in the registration on
the onBeforeRequest event. The bypassed extensions set the filter value
to [http://*/*, https://*/*], which would allow intercepting all glshttp
requests, but not WebSockets, which use the ws:// or wss:// protocol [bug8].
Hence, to be able to intercept all requests, the filter should include these
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protocols or use <all_urls>. Of course, the configuration of the manifest file
should be updated accordingly.

In summary, we found that for every built-in browser protection as well as for
every anti-tracking and ad blocking browser extension, there exists at least one
technique that can bypass the imposed policies. Moreover, we found that most
instances could be bypassed by using different techniques, which have different
causes.

2.4.3 Same-site cookie

Through the tests we performed to evaluate the validity of same-site cookies,
we detected incorrect behaviors for Chrome, Opera and Edge. No bugs were
found for Firefox’ implementation of this policy.

For Chrome and Opera, the incorrect behavior was caused by the prerendering
functionality [Chr11]. By including <link rel="prerender" href="..."> on
a web page, the visitor’s browser will initiate a request to the referenced web
page. If this web page resides on another domain, the resulting cross-site request
will include all same-site cookies [bug9]. This bypasses the same-site cookie
policy as defined by the Internet Draft; only same-site cookies in lax mode are
allowed to be included.

For Edge (versions 16 and 17, which support same-site cookies), we detected
similar incorrect behaviors, although caused by different functionalities [bug10].
Here, <embed> and <object> tags can be leveraged to send cross-site requests
that include all same-site cookies, by pointing to another domain using the
src and data attributes respectively. This also holds for requests that are
sent for opening a cross-site WebSocket connection through the WebSocket
API. No same-site cookies should be included at all in these requests according
to the Internet Draft. On top of that, we also found that same-site cookies
in strict mode are included in requests initiated by a variety of redirects,
while this is only allowed for same-site cookies in lax mode. This was detected
for redirects through the <meta> tag, location.href property and Location
response header.

2.5 Real-world abuse

Tracking companies and advertisers have been reported to circumvent ad
blockers and anti-tracking extensions. For example, due to limitations of the
WebExtension API, Pornhub managed to circumvent all ad blocking extensions
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by leveraging WebSockets [Bug16]. As a response, several popular ad blocking
extensions such as Adblock Plus and uBlock implemented a mitigation that
would override the WebSocket prototype. Soon after, this mitigation was again
circumvented by Pornhub, who this time leveraged WebWorkers.10 Only when
support for intercepting WebSocket connections was added to the WebExtension
API, browser extensions managed to prevent Pornhub’s bypasses. However,
as our results show, not all browser extensions have adopted these defenses.
Motivated by the seemingly strong incentives of certain trackers to circumvent
request and cookie policies imposed by browser extensions, we performed an
experiment to analyze whether any of the bypass techniques introduced in this
chapter are actively being used in the wild.

2.5.1 Use of bypass methods

We performed a crawl of the 10,000 most popular websites according to Alexa.
For each website, we visited up to 20 pages with a Headless Chrome instance
(version 64.0.3282.119, on Ubuntu 16.04), and analyzed all requests that were
initiated by one of the new bypass techniques we reported in Section 4.5. In
total, 160,059 web pages were visited by our crawler, and on each page we
analyzed all third-party requests.

Next, we determined whether a cross-site request should be classified as tracking
or advertising. To this purpose, we used the EasyList and EasyPrivacy lists11

which contain regular expressions used by various popular browser extensions
to determine whether requests should be blocked. In Table 2.4, we show the
number of unique tracking or advertising domains, that make use of one of
the bypass techniques that we found to be most successful. We only count the
second-level domain name of the tracker or advertiser to whom the request was
sent.

To evaluate whether the advertising or tracking host leveraged one of the
techniques to purposely circumvent browser extensions, we visited the web
pages on which these trackers or advertisers were included. For each page visit,
we enabled the browser extension that may be bypassed with the detected
technique. We found that all uses of the methods were legitimate, and the
requests to the trackers and advertisers were never initiated because either the
script or frame containing the bypass functionality was preemptively blocked.
Although we did not encounter any intentional abuse in the 10,000 websites
we analyzed, it is possible that trackers may actively try to avoid detection,
for instance by only triggering requests upon human interaction. Moreover, as

10https://github.com/gorhill/uBlock/issues/1936
11https://easylist.to/

https://github.com/gorhill/uBlock/issues/1936
https://easylist.to/


REAL-WORLD ABUSE 41

Category Technique Tracking
domains

Advertising
domains

AppCache CACHE: 0 1

Header
Link: <url>; rel=next 0 0
Link: <url>; rel=prefetch 0 1
CSP: report-uri: url 8 1

JS sendBeacon(url) 56 18
new WebSocket(url) 27 7

HTML
<link rel="shortcut icon" 4 10
<link rel=apple-touch-icon 0 2
<img srcset="url"> 0 3

Table 2.4: Unique number of tracking or advertising domains that make use of
one of the potential bypass techniques

there exists a very wide spectrum of advertisers and trackers, some of these
may not have been present in our dataset.

2.5.2 Evaluating unknown techniques

In order to evaluate whether any bypass technique was used that was not
detected by our framework, we compared the DNS traffic generated by every
of the 160,059 visited web pages with the requests that we could detect from
each visit. More precisely, we ran every browser instance in a separate Linux
namespace and used tcpdump to capture all DNS requests the browser generated.
Next, we aggregated all DNS requests that could not be traced back to a captured
request and used an aggregated list12 to mark those directed towards trackers
and advertisers. These DNS requests could be indicative of a bypass technique
we were previously unaware of.

The preliminary analysis of this data indicated that 4,701 web pages triggered
DNS requests for which we did not capture any HTTP request. However, we
found that in most cases new resources were still being loaded when we closed
the web page (15 seconds after opening it). We re-evaluated these web pages
but now allowed the browser 120 seconds to finish loading all resources. This
resulted in 865 web pages that triggered a non-corresponding DNS request to
a total of 77 different hosts. A manual analysis of these showed that the vast

12https://github.com/notracking/hosts-blocklists

https://github.com/notracking/hosts-blocklists
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majority was due to DNS prefetching and the remainder was still caused by
requests that were interrupted when closing the browser. These results indicate
the completeness of our framework, as we did not find any bypass technique
that our framework was unable to detect.

2.6 Discussion

As we have shown in Section 4.5, through our framework, which evaluated
several browsers and browser extensions in various configurations, we uncovered
numerous instances where an authenticated third-party request could circumvent
the imposed restrictions. We found that this unintended behavior can be
traced back to several factors, which can be classified as implementation errors,
misconfiguration and design flaws. In this section, we discuss which measures
can be taken to remedy the discovered circumventions.

2.6.1 Browser implementations

Most of the browsers that we evaluated have built-in support for suppressing
cookies of third-party requests. Our results show that only the Gecko-based
browsers (Firefox, Cliqz and Tor Browser) manage to do this successfully.
Surprisingly, we found that the blocking of third-party cookies feature in Edge
had no effect. We believe that this is due to an oversight from the browser
developers or a regression bug introduced when new functionality was added.

For the Chromium-based browsers (Google Chrome and Opera), we found that
because of the built-in PDF reader, an adversary or tracker can still initiate
authenticated requests to third-parties. Because the request is triggered from
within the extension, different directives apply, thus allowing cookies to be
attached. A possible mitigation for this particular issue could be to disable the
functionality of triggering requests from within PDFium. However, this behavior
is not unique to PDFium, and other browser extensions may also be exploited in
order to send arbitrary third-party requests that bypass imposed cookie policies.
As such, we propose that browsers strip cookies from all requests initiated by
extensions as a default policy. As this may interfere with the operations of
certain extensions, exclusions should be made possible, for instance by defining
a list of cookie-enabled domains in the extension manifest.

Next to blocking third-party cookies, we also analyzed the built-in tracking
protection for Firefox. Interestingly, we found that for each category of
mechanisms that may trigger requests, excluding JavaScript in PDFs, there
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exists at least one technique that can bypass the built-in tracking protection.
A manual analysis of the Firefox source code showed that these bypasses are
caused by the retroactive manner in which tracking protection is implemented.
More specifically, although the request-validation mechanism is applied in a
central location, the validation process is only triggered when a specific flag
is set, which requires modifications to every functionality that may trigger
requests. While Mozilla is already aware13 of some of the bypasses we uncovered
and is working to mitigate these, we believe that our framework will assist in
identifying bypass techniques, even when these are difficult to detect from the
millions of lines of code.

2.6.2 Browser extensions

For anti-tracking extensions and ad blockers, it is crucial that all requests
can be intercepted and blocked or altered. From the results, summarized in
Table 2.2 and Table 2.3, it is clear that in the current state this is not the
case. In fact, we found that for every analyzed browser extension there exists
at least one technique that can be used to circumvent the extension to send an
authenticated third-party request. Moreover, we found that the results of the
evaluated browser extensions are very disparate, even for extensions that target
the same browser. For instance, out of the 15 ad blocking extensions for Google
Chrome, at most 3 exhibited a similar behavior.

In part, the disparity of results can be explained by the frequent introduction
of new features to browsers, which may affect the WebExtension API or cause
unforeseen effects. For instance, support for intercepting WebSockets in browser
exceptions was only added years after the feature became available, and after it
had actively been exploited to circumvent ad blockers[Chr12a]. Furthermore,
AppCache caused one of the parameters of the onBeforeRequest API to exhibit
a different behavior, which was unexpected by most browser extensions. As a
result, requests triggered by AppCache managed to bypass the vast majority
of browser extensions. The same change was introduced to Chromium-based
browsers when Service Workers were implemented. As a result, most extensions
for Chrome and Opera can be circumvented by triggering requests from Service
Workers, whereas all extensions Firefox successfully block these third-party
requests. This shows that adding new features to a browser may have unforeseen
side-effects on the extensions that rely on the provided APIs.

When new browser features are proposed and implemented, test cases that
include the new functionality can be added to our framework, allowing browser
vendors and extension developers to automatically detect and possibly mitigate

13https://bugzilla.mozilla.org/show_bug.cgi?id=1207775

https://bugzilla.mozilla.org/show_bug.cgi?id=1207775
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unforeseen side-effects. Moreover, because all anti-tracking and ad blocking
browser extensions share a common core functionality (namely, intercepting
and altering or blocking requests), we propose that all these extensions use a
specifically purposed API that is actively maintained. Driven by the high
popularity of these browser extensions, this API could be added to the
WebExtension API. Alternatively, this API could be offered in the form of
an extension module, which of course needs to be maintained and requires all
browser extensions to update this module.

2.7 Related work

Policy implementation inconsistencies Multiple studies have shown that
browser implementations often exhibit inconsistencies concerning security or
privacy policies. Aggarwal et al. [Agg+10] discovered privacy violations for
private browsing implementations of modern browsers through both manual
and automatic analysis. On top of that, they showed that browser extensions
and plug-ins can invalidate the privacy guarantees of private browsing. Schwenk
et al. [SNM17] implemented a web application that automatically evaluates the
SOP implementation of browsers. In that regard, they showed that browser
behaviors differ due to the lack of a formal specification. Singh et al. [Sin+10]
pointed out the incoherencies in web browser access control policies. In an
effort to help browser vendors find the balance between keeping incoherency-
confirming features and the breakage of websites as a consequence of removing
them, they developed a measurement system. Jackson and Barth [JB08], too,
showed that newly shipped browser features can undermine existing security
policies. In particular, they discuss features affected by origin contamination and
propose three approaches to prevent vulnerabilities caused by the introduction
of these features. Zheng et al. [Zhe+15] question the integrity of cookies by
revealing cookie injection vulnerabilities for major sites like those of Google and
Bank of America. They showed that implementation inconsistencies in browsers
can aggravate these vulnerabilities.

Ad blocking circumventions Iqbal et al. [ISQ17] examined methods that are
used to circumvent ad blocking in the wild. They discuss the limitations of
anti-adblock filter lists and proposed a machine learning approach to identify
ad block bypasses. Storey at al. [Sto+17] also proposed new approaches to ad
blocking, countering the existing flaws of traditional ad blocking methods. Their
new techniques include recognition of ads trough the use of visual elements,
stealth ad blocking and signature-based active ad blocking.
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Trackers in the wild Roesner et al. [RKW12] performed an in-depth empirical
investigation of third-party trackers. Based on the results of this investigation,
they proposed a classification for third-party trackers and developed a client-
side application for detecting and classifying trackers. A large-scale crawl
was performed by Englehardt and Narayanan [EN16] to gather insights about
tracking behaviors in the wild. They found that tracking protection tools such
as Ghostery proved effective for blocking undesirable third-parties, except for
obscure trackers.

2.8 Conclusion

In this work, we introduce a framework that is able to perform an automated
and comprehensive evaluation of cross-site countermeasures and anti-tracking
policy implementations. By evaluating 7 browsers and 46 browser extensions, we
find that virtually every browser- or extension-enforced policy can be bypassed.
We traced back the origin of these bypasses to a variety of different causes. For
instance, we found that same-site cookies could still be attached to cross-site
requests by levering the prerendering functionality, which did not take these
policies correctly into account.

Furthermore, a design flaw in Chromium-based browsers enabled a bypass for
both the built-in third-party cookie blocking option and tracking protection
provided by extensions. Through JavaScript embedded in PDFs, which are
rendered by a browser extension, cookie-bearing POST requests can be sent to
other domains, regardless of the imposed policies. Additionally, we discovered
that not every implementation of the WebExtension API guarantees interception
of every request. This makes it impossible for extension developers to be
completely thorough in blocking or modifying undesirable requests.

Overall, we found that browser implementations exhibited a highly inconsistent
behavior with regard to enforcing policies on third-party requests, resulting in
a high number of bypasses. This demonstrates the need for browsers, which
continuously add new features, to be thoroughly evaluated.

The results of this research suggest that policy implementations are prone to
inconsistencies. That is why we think that, as future research, the framework
could be extended to evaluate other policy implementations (e.g. LocalStorage
API [Mozh], Content Security Policy [WS23]). In addition to that, the evaluation
of mobile browsers could also be an interesting direction. This includes the
mobile counterparts of major browsers for iOS and Android, but also mobile
exclusives like Firefox Focus [Mozl].
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Analyzing the Lifecycle and
Mitigation Process of Content
Security Policy Bugs

Nobody really cares about killing
insects.
Even the animal rights people
don’t care.

– Jerry Seinfeld [BSA95]
(Seinfeld, 1995)
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Chapter 2 and numerous complementing studies, have shed light on significant
implementation deficiencies of security and privacy policies. While these studies
have played a vital role in ongoing efforts to secure the Web, the origins of
these persistent issues have only been supported by anecdotal evidence. In
this chapter, we present the first comprehensive study that provides insights
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into the root causes of implementational shortcomings of a browser security
policy, CSP, substantiated by robust empirical data. Moreover, by refraining
from depending on the information provided by bug reports, we were able to
uncover inconsistencies in bug handling procedures, including the premature
public disclosure of three security bugs.

To facilitate this project, we developed the BugHog framework, specifically
tailored for the precise identification of bug introductions and fixes by code
revisions, through the dynamic evaluation of bug proofs of concept (PoCs).
A dynamic analysis of CSPs complete development history necessitates the
execution of browser binaries of over a decade old. This task is often impeded by
compatibility issues between the browser binaries and the outdated, deprecated
or unsupported libraries in de package manager of the host OS. To overcome
these challenges, we containerized the entire framework using Docker, which
allowed us to execute any binary within a compatible environment in which all
dependencies are taken care of. This sets BugHog apart from all other bisection
tools, where dependency management is considered the user’s responsibility.
Another notable benefit of this approach is that the framework is compatible
with any OS that supports Docker.

The BugHog framework has been released as open-source, with a commitment
to maintain it for ongoing research purposes.1 Other than for the historical
assessments of various policies beyond CSP, it can also be employed to pinpoint
the exact lifecycle of complex multi-stage exploits, thanks to its dynamic
evaluation approach. As such, we argue that BugHog poses a valuable tool in
the hands of both security researchers and browser developers. Even when an
analysis requires lifecycle identifications for a substantial collection of bugs, this
can be efficiently managed because of BugHog’s built-in concurrency capability.

We reached out to all affected browser vendors to inform them of four publicly
disclosed security bugs that were still affecting their most recent release version.
As a result of these reports, three of the vulnerabilities were successfully
addressed, while one was determined not to be a bug.2 Additionally, we
have proposed concrete resolutions and recommendations aimed at enhancing
the current bug handling processes.

This work was awarded with a Distinguished Paper Award.
1https://github.com/DistriNet/BugHog
2This bug was initially reported for Chromium, where it was acknowledged but not

yet resolved. When we discovered that it also impacted Safari and reported it, it was not
considered a bug by WebKit developers.

https://github.com/DistriNet/BugHog


INTRODUCTION 49

3.1 Introduction

Since their inception, web browsers have grown to become immense applications
comprising tens of millions of code lines, introducing new features with virtually
every major release. To keep up this pace, over 100 code revisions are applied
to their code base every single day [RMJ15], ranging from bug fixes to new
feature introductions. Although this pushes the Web forward in many great
ways, meanwhile, browser vendors need to make a continuous effort to guard
against newly discovered attacks and bypasses for both established and new
security policies.

Unfortunately, numerous CVE reports and an extensive body of research have
previously exposed countless vulnerabilities facilitated by flawed browser security
policy implementations. More specifically, various shortcomings of essential
security policies such as the CSP [HMN15], Same-Origin Policy [SNM17],
SameSite cookie policy [FVJ18] and access control policies [Sin+10] have been
discovered and exhibited. In several cases this makes the security policy, which
websites often rely on to safeguard their users, obsolete until a mitigation
is in place. Furthermore, vulnerabilities are often caused by inconsistent
implementations among browsers as well [Cal+20; Luo+19; Sie+22; Wi+23].
However, the granularity of these studies halts at the level of browser release
versions, disregarding information related to the individual revisions that cause
or fix a bug.

To close this research gap, we performed a longitudinal study on the introducing
and fixing source code revisions of bug lifecycles for CSP, one of the most
longstanding and important security policies of the Web. Given both the
importance of CSP and its extensive implementational lifetime of close to a
decade, we take advantage of both the large number of reported bugs and the
many code changes that have affected it. By collecting 86 publicly disclosed bug
reports that entail the subversion of correct CSP enforcement, we identified 75
unique bugs for which we replicated a PoC, that was then used to construct a
dynamic evaluation on reproducibility. Subsequently, leveraging our automated
framework, BugHog, we identified the complete bug lifecycles in the open-
source Chromium and Firefox browsers. As such, having evaluated over 100, 000
revision binaries, we were able to pinpoint 46 unique revisions that introduce a
bug, 71 that fix a bug and six that do both. To the best of our knowledge, this
is the first comprehensive bug lifecycle analysis considering individual revisions,
based on the dynamic analysis of a browser policy implementation.

Our analysis shows that half of the CSP bugs were already present at the time
of the policy’s introduction, among which a severe Chromium vulnerability with
subsequent bug bounty of $5000 (CVE-2021-30531) [Chr20a]. After undermining
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the effectiveness of CSP for a period of more than eight years, the issue was
ultimately fixed in 2021, highlighting how even severe bugs can stay under the
radar for extensive periods of time. Besides these so-called foundational bugs,
a large part was introduced by revisions intended to fix other CSP bugs or
redesigns of the underlying code structures, demonstrating the fragile nature of
CSP-related source code.

In our analysis we employed a dynamic evaluation, in contrast to static evaluation
based on bug reporting information in prior work [Ale+22; BBB16; Bra+22b;
CMN15; FAW13]. This allowed us to perform a cross-browser evaluation of
all reported bugs, reproducing bugs reported for one browser throughout the
revision history of the other. This way we found 14 shared bugs, among which
seven could be completely avoided or reduced in lifetime if bugs were more
effectively shared between vendors. Furthermore, we could reproduce four of
the collected bugs in Safari’s most recent version. Additionally, we identify
several other bug handling flaws such as inconsistent revision linking and report
labeling. More severely, our evaluation detected three bugs that were labeled as
fixed and eventually publicly disclosed while the fixing revision was not effective,
leaving the browser vulnerable unbeknownst to the developers. Two of these
bugs remained public and unfixed for at least a year, and one was only fixed
after we reported the issue.

We make the following contributions:

• We developed BugHog, a framework for pinpointing introductions and
fixes of browser security policy bugs at the level of individual code revisions.
This framework is released as open-source upon publication of this work,
and can be extended to facilitate the evaluation of other security policy
implementations as well.

• To the best of our knowledge, we performed the first systematic lifecycle
analysis based on dynamic evaluations over the full history of a browser
security policy. As such, we analyzed 75 reported CSP bugs for Chromium
and Firefox, covering 123 unique code revisions that caused an introduction
or fix.

• Based on our thorough analysis, we diagnosed several flaws regarding
security policy implementations and bug handling practices, causing a
needless escalation of security implications.

• Finally, we propose several remedies to these issues, such as more rigorous
bug sharing between vendors and more stringent bug handling practices.
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3.2 Background

In this section, we explain the foundational concepts of current browser
development practices and CSP.

3.2.1 Web browser development

Web browser vendors utilize various development practices, among which version
control and regression testing.

Version control

Web browsers, being code development projects consisting of tens of millions
of code lines, are developed, managed and maintained by leveraging a version
control system (VCS). Although Chromium and Firefox employ different VCSs
(i.e. Git3 and Mercurial4, respectively), their underlying functionality is very
similar. However, the employed version control strategies of the two projects
slightly differ.

Chromium developers apply a trunk-based development pattern to a single
repository (Figure 3.1), where each developer directly commits to a so-called
trunk branch (e.g. instead of using feature branches) [Goo22; Tru]. Source code
is prepared for building the release binary (e.g. disabling experimental features)
on a so-called release branch forked at regular intervals from the trunk. Only in
special cases, like urgent security fixes, a revision on the trunk is cherry-picked
and merged onto such a release branch [Boo15].

Firefox manages four separate repositories, each associated with a different
release channel (Figure 3.2). All code revisions are by default applied to the
mozilla-central repository (i.e. nightly), where all revisions are periodically
imported into mozilla-aurora. This process is repeated for each repository,
such that all revisions will be consecutively imported to the mozilla-beta and
eventually mozilla-release repositories. In particular cases, developers might
decide to uplift a feature or a patch to mitigate a severe vulnerability on a more
stable channel[Mozb; Mozc].

In conclusion, all revisions are eventually landed on a single branch or repository,
being Chromium’s trunk or Firefox’s mozilla-release repository.

3https://git-scm.com
4https://www.mercurial-scm.org/

https://git-scm.com
https://www.mercurial-scm.org/
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commit severe patch
trunk

uplift to release

Figure 3.1: Chromium’s development practice where all applied revisions are
periodically forked into a release branch.

mozilla-central

mozilla-aurora

mozilla-beta

mozilla-release

uplift to mozilla-beta

commit severe patch

Figure 3.2: Firefox’s development practice where all applied revisions are
periodically imported to a more stable repository.

Regression testing

In addition to their own specific test suites, Chromium [Goob] and Firefox [Firb]
share a common cross-browser test suite called Web Platform Tests (WPT)
since September 2014 for identifying potential regressions (i.e. previously fixed
issues that have been inadvertently reintroduced) [Bug13; Chr14; web]. Both
browser vendors depend on and contribute to the project, which serves as a
comprehensive set of checks to confirm compliance to established web standards,
including security prerequisites. According to both vendors’ contribution policies,
each revision or patch should successfully complete all regression tests before it
can be landed [Chrd; Fira].

Contributors to the Chromium project are advised to use one of two procedures
to track down the introduction or fix of a regression. One option is utilizing
their bisect-builds.py script which automates a binary search over a bounded
revision range of publicly hosted revision binaries, though the user is required to
manually check for each binary whether the bug is reproduced [Chrb]. The other
recommended practice utilizes git bisect, which is able to discern whether
a revision reproduces the targeted issue in an automated manner if provided
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with the appropriate script and test files [Goob]. Nonetheless, this evaluation
requires checking out and building each revision that is to be evaluated, making
it resource-intensive.

Firefox provides a tool for bisecting regressions as well; similar to Chromium’s
script, their so-called autobisect tool relies on publicly available revision
binaries [Mozn]. However, this bisection tool is fully automated since the script
can autonomously distinguish between test case results.

In Section 3.3.2, we discuss the advantages and limitations of each approach,
compared to BugHog.

3.2.2 Content Security Policy

CSP version 1 was originally proposed as an in-depth defense mechanism against
content injection attacks such as XSS [Mozf; SB12; SSM10]. Websites can deploy
a policy by providing the Content-Security-Policy header or <meta> tag in
their response, and consequently the browser will enforce the defined policy
client-side.5

CSP provides developers with several directives for enabling different blocking
rules over different resource types. For instance, the policy defined below
demonstrates this content blocking use case, and will only permit the browser
to load scripts from third-party.com, while all other resources must originate
from the current website (indicated by self). In this study, we distinguish
between two subclasses of the content control use case: active content control
(i.e. script blocking) and non-active content control (i.e. frames).

default-src ’self ’; script-src third-party.com

Subsequent versions of CSP, specifically CSP 2 and CSP 3, introduced additional
functionality to the policy specification, among which new directives and
keywords [WBV16; WS23]. For instance, the nonce keyword provides developers
with the ability to allow inline script inclusion while simultaneously safeguarding
against script injections through the use of a secret nonce.

Moreover, new use cases have been introduced, such as the upgrade-insecure-
requests directive, which facilitates the automatic upgrading of all requests
made over unencrypted channels (e.g. HTTP) to secure channels (e.g. HyperText
Transfer Protocol Secure (HTTPS)), thereby enforcing Transport Layer Security

5Note that before the actual introduction of CSP, several browsers already employed
an experimental implementation under the X-Content-Security-Policy and X-WebKit-CSP
headers.
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(TLS) encryption. Another important use case is framing control, which is
facilitated by the frame-ancestors directive. This directive allows developers
to specify which origins are permitted to embed the website within an iframe
to prevent clickjacking attacks. Lastly, the referrer directive grants developers
control over the Referer request header when users navigate from the current
website. Previous studies have already highlighted a similar differentiation
between CSP use cases [Rot+; Wei+16].

The inheritance of a policy between browsing contexts presents significant
challenges for CSP designers and implementers. When creating a new browsing
context, such as embedding an iframe or opening a new window, the enforced
policy is inherited from the opener browsing context in specific situations. For
example, new browsing contexts with a blob: or data: URL should inherit
the employed policy from the opener context. However, exercising excessively
lax policy inheritance can create opportunities for CSP subversion, whereas
overly stringent inheritance may result in cross-site leaks (XS-Leaks) [Kni+21].
XS-Leaks allow malicious actors to exploit CSP to extract user state information
from cross-site services, leading to potential privacy breaches. For instance,
a malicious website could employ a CSP policy that permits navigation to a
benign website, but restricts access to the landing page to which logged-in users
are redirected. This way, the adversary can infer the presence of an active
session on the benign site through CSP’s violation report, obtained through the
report-to CSP directive.

Figure 3.3 depicts an overview of all CSP use cases and bug classes. We refer to
Mozilla Developer Network for a comprehensive overview of all CSP directives
and keywords [Mozf].

3.3 Methodology

In this section, we cover all stages of our research, including the design of
BugHog, utilized to identify bug lifecycles.

3.3.1 Bug collection and reproduction

All bugs were collected from Chromium’s6 and Firefox’s7 public bug tracking
platforms. For both platforms, bug reports are by default confidential until a
fix has been widely deployed [Chrc; Moza]. Unfortunately, we did not receive a

6https://bugs.chromium.org/
7https://bugzilla.mozilla.org/

https://bugs.chromium.org/
https://bugzilla.mozilla.org/
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response from the WebKit Security team regarding our inquiry for access to
fixed WebKit bugs.

To ensure comprehensiveness and enable an evaluation of applied bug report
labels, we adopted broad search criteria. For instance, we did not rely on any
specific CSP labels, but instead used keywords that are matched against the
content of bug reports. This approach ensures that any potential oversights in
developer labeling do not impact the integrity of our dataset. Subsequently, we
filtered out all bugs that were not related to CSP, by manually inspecting the
included bug description. In total, we collected 86 bug reports; 58 for Chromium
and 28 for Firefox, a ratio which is similar to that of prior studies [FAW13]. In
case two or more bug reports described the same bug, we considered it as one
bug. As such, we collected 75 unique bugs in total. We refer to Appendices B.1
and B.2 for more details about the collection and filtering process. Figure 3.3
shows all CSP bug classes that were identified in our dataset, along with the
number of associated bugs.

Unfortunately, there is currently no standardized format for documenting bugs
or vulnerabilities, and not all reports include practical tests that demonstrate
the issue effectively. Consequently, we were required to manually develop and
incorporate bug PoCs into BugHog. In the best case, the report included the
necessary HTML, CSS, and JavaScript code, resulting in a minimal effort to
recreate the PoC. In the worst case, we had to rely on the textual description
provided by the reporter and manually construct the PoC ourselves.

To avoid discrepancies, PoCs were integrated into BugHog with minimal
modifications. However, the original PoC might employ a more recent web
mechanism that is not supported in older revisions. In such cases, we
emulated the desired web mechanism using its predecessor(s), such as converting
JavaScript to ECMAScript 5, whenever feasible. The validity of each recreated
PoC was verified through manual testing, which involved running the PoC for a
binary affected by the bug and another that was not affected.

3.3.2 Automated lifecycle identification

BugHog is designed to evaluate an extensive range of individual revisions of the
Chromium and Firefox browsers, in order to identify a bug’s complete lifecycle,
from bug introduction to mitigation. In the following sections, we discuss the
three main tasks of BugHog: selecting the appropriate revisions to evaluate,
collecting the selected revision binaries and performing a dynamic evaluation on
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Content control (61)
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Figure 3.3: Overview of all CSP use cases and bug classes with the respective
bug frequency in our dataset.
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Figure 3.4: High-level overview of BugHog. The Docker logo indicates that a
component is run inside its own Docker container.

the collected binaries. We have made the source code of our framework publicly
available.8

Overview

Figure 3.4 shows a high-level overview of BugHog covering three main
components (indicated in bold), each of which runs inside its own Docker
container. All Docker images are built on top of the Debian GNU/Linux 10
(buster) base image.

8https://github.com/DistriNet/BugHog

https://github.com/DistriNet/BugHog
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Manager. This component is responsible for managing the evaluation instance
containers used for dynamic binary evaluation. Its core tasks consist of selecting
the appropriate revision binary to evaluate next, to download this selected
binary and to spawn a helper container to perform the actual evaluation.

Evaluation instance. This component performs the actual dynamic evalua-
tion by instructing the browser binary to visit one or more PoC web pages.
Since this Docker image needs to support a very wide range of browser versions
(Chromium v25 - v109, Firefox v23 - v109), a large number of dependencies has
to be fulfilled in order to execute all required binaries. Even though several
older (deprecated) dependencies were not available through a package manager,
we still managed to fulfill this requirement through manual installation.

PoC website. This component hosts an Nginx and Flask web server
incorporating all bug PoCs. Each PoC is integrated by providing web page
source code and the order in which these web pages are to be visited to reproduce
the exploit. Various configuration options are supported, such as defining values
of the response status and headers. During the evaluation, all communication
between the browser binary and the local web server is recorded through a
proxy such that the outcome of the evaluation can be discerned; whether the
bug can be reproduced or not.

Apart from the three main components, BugHog utilizes MongoDB for storing
the results of each revision evaluation, enabling subsequent querying of the data.
Finally, we use publicly available revision binaries hosted by each vendor for our
dynamic evaluation and scrape online repository information to traverse over
revisions.910 We only require access to browser source code for building binaries
if the available online binaries are insufficient to pinpoint an exact revision.

Collecting revision binaries

Revision binaries are obtained by either downloading them or building them
from source.

Downloading. Besides hosting binaries of release versions, both Chromium11

and Firefox12 host additional binaries based on certain source code revisions as
well. From these collections, it appears that Chromium builds a binary multiple

9https://chromium.googlesource.com/
10https://hg.mozilla.org/
11https://commondatastorage.googleapis.com/chromium-browser-snapshots/index.

html
12https://ftp.mozilla.org/pub/firefox/

https://chromium.googlesource.com/
https://hg.mozilla.org/
https://commondatastorage.googleapis.com/chromium-browser-snapshots/index.html
https://commondatastorage.googleapis.com/chromium-browser-snapshots/index.html
https://ftp.mozilla.org/pub/firefox/
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times per hour, while Firefox seems to build a binary every 12 hours. If a
to-be-evaluated revision binary is not available, BugHog will download the
one closest available.

Building. If vendor-hosted revision binaries are not sufficient to infer the
introducing or fixing revision, we build binaries from source. This way, we were
able to obtain all binaries necessary for the evaluation of all collected bugs.

Revision evaluation selection and order

The scope of this work covers CSP in the form of the currently em-
ployed Content-Security-Policy header or <meta> tag. We did not
extend our analysis to experimental precursors such as X-WebKit-CSP and
X-Content-Security-Policy [Mozf], since these were not shipped as finished
policy implementations, and as such, are not assumed to be bugless.

CSP 1.0 was introduced by revision 165317 [Chr12b] and revision 144546 [Fir13]
for Chromium and Firefox respectively. As such, to identify all plausible bug
lifecycles we are required to evaluate the revision range between these revisions
and the most recent browser version (version 109 for both Chromium and
Firefox).

Our search strategy is composed of two phases:

General sweep. First, we conduct a broad survey over the entire range, and
to be comprehensive, this phase covers at least multiple revisions per release
version. This way, we can already identify confined ranges in which a bug was
introduced or fixed. Furthermore, in contrast to the other bisection tools, this
allows us to possibly find additional introducing and fixing revision couples,
required for a complete lifecycle analysis.

Precise pinpointing. In the second phase, we use binary search to determine
the exact revision that introduced or fixed a bug. In several cases, the publicly
provided revision binaries are not sufficient to pinpoint this revision. However,
if the revision range has been sufficiently narrowed down, it is straightforward
to manually identify this revision. In the other case, we build new revision
binaries and repeat the evaluation within the refined range. While starting
the build script and restarting the evaluation are manual tasks, this could be
automated in the future. For every pinpointed revision, we ensured its validity
by verifying logical constraints (e.g. introducing revisions are strictly older than
their associated bug report).
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Figure 3.5: Example of the revision evaluation process.

Figure 3.5 depicts an example of evaluation output over a predefined range.
Here, the general sweep (blue dots) reveals that the bug is reproducible in
the first subrange of revisions, and that although eventually fixed, the bug is
reintroduced at a later point. In the second phase, precise pinpointing (green
rods) reveals more accurately where the introductions and fixes occurred.

Unfortunately, the Chromium repository does not include JavaScript engine
source code, nor web engine source code in earlier repository versions. Because
these are hosted in separate repositories, our framework would merely pinpoint
affected revisions as rollouts (i.e. a set of engine revisions). In order to identify
individual engine revisions, we would have to build a single browser binary
multiple times, sequentially changing the embedded engine revision. This was
not deemed feasible, and as such, pinpointing within engine rollouts is covered
manually.

Dynamic evaluation

Although browser automation libraries like Selenium are prevalent, they often
do not provide support for outdated, older browser versions. Fortunately, our
use of the command line interface (CLI) for instructing browsers gives us the
advantage of evaluating any browser binary.

To ensure a clean and consistent environment for each experiment, we create
and select a fresh browser profile using the appropriate CLI flags. The selected
profile is maintained during the experiment to simulate visits using the same
browser instance. This approach also enables us to propagate desired settings,
such as setting a proxy, or to disable interfering features, such as Firefox’s
built-in tracking protection.
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Functionality git bisect C:bisect-builds.py F:autobisect BugHog
Automated  #   
No checkout building #    
Concurrency # # #  
Dependency handling # # #  
PoC user interaction #  # #

Table 3.1: Overview of bisection frameworks in terms of supported functionality.

Advantages and limitations

In Section 3.2.1, we discussed various tools available for bisecting bugs through
dynamic evaluation. An overview of the supported functionality for each existing
bisection tool, including BugHog, is presented in Table 3.1.

Among the tools mentioned, only Chromium’s bisect-builds.py script
requires manual input from the developer to determine if a bug is reproduced.
While this allows for the evaluation of bugs that involve user interaction, it also
significantly increases the evaluation time. In contrast, the other tools automate
the process entirely.

However, BugHog offers several advantages compared to the other tools. One
notable feature is the ability to run evaluations concurrently, which accelerates
the revision pinpointing process. This feature proves particularly valuable
when conducting a comprehensive historical analysis of bug reproducibility or
evaluating a large number of bugs, as was necessary for our study.

Additionally, BugHog leverages containers to manage external dependencies,
enabling the execution of even older browser versions. As such, it supports the
evaluation of Chromium and Firefox dating back to 2012, while the other tools
can only handle binaries up until 2019 before running into dependency issues
(with the exception of Firefox binaries for Windows, which have fewer external
dependencies).

Finally, BugHog is developed within Linux containers, making it compatible
with any operating system that supports Docker. This cross-platform capability
further enhances the accessibility and usability of BugHog.

3.3.3 Analysis

To conduct our analysis, we used an automated scraper to collect information
from bug reports and code revisions obtained from the aforementioned public
bug tracking platforms. Additionally, to enhance the depth of our analysis,
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Group Label Regression
Policy introduction Introduce CSP #

Fix

Fix affected CSP bug  
Fix other CSP bug  
Fix unrelated security bug  
Fix non-security bug  

Enable feature

Enable affected CSP feature #
Enable CSP feature #
Enable security feature #
Enable non-security feature #

Update feature
Update CSP feature  
Update security feature  
Update non-security feature  

Design choice
Design revision of CSP  
Design revision of other security policy  
Non-security design revision  

Table 3.2: Overview of all revision intentions, where the Regression column
indicates whether the associated bug introducing revision would be considered
a regression.

we conducted manual inspections of relevant sections of the source code. The
visualizations and statistics used in Section 4.5 were generated by automated
scripts, which can be re-used for other bug studies.

To better understand the purpose of code changes, each revision was manually
annotated with a label indicating its intended purpose. All labels are listed
in Table 3.2, where the last column indicates whether a label is considered a
regression if its intent is linked to a bug introducing revision. The labeling was
done by two experts and evaluated with a Cohen’s Kappa agreement score of
0.81, with any remaining disagreements resolved through discussion. We refer
to Appendix B.3 for a detailed description of each label, and further details on
the labeling methodology.

3.4 Results

In this section, we provide a detailed analysis that relies on the diverse metadata
linked to introducing and fixing revisions, as well as bug reports.
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(a) Duration between bug introduction and report.
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(b) Duration between bug report and fix.
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Figure 3.6: CDFs of the duration between bug introduction and report, and
report and fix.

3.4.1 Bug lifecycle

To shed light on the duration that CSP bugs stay undiscovered, we calculated the
cumulative distribution function (CDF) of the duration between the introduction
and reporting of the collected CSP bugs for each browser (Figure 3.6a).
Interestingly, Chromium bugs seem to live longer before they are reported,
compared to Firefox. For Chromium the median duration between the
introduction and report is 2.9 years, whereas this is 1.2 years for Firefox.
Note that Chromium has enabled CSP support since November 2012, whereas
Firefox only enabled it since May 2013.

Figure 3.6b shows the CDF of the duration between the first report and its
subsequent effective fix.13 For Chromium the median duration is 44 days, which
is slightly lower than the 52 days it takes Firefox to land a fix.

13Two bugs have been excluded because they were not fixed at the time of writing.
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(a) Foundational bugs.
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(b) Non-foundational bugs.
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Figure 3.7: Number of bugs and associated fixing revisions for each year since
the introduction of CSP.

When we look at the number of bug reports and fixing revisions for foundational
bugs, i.e. bugs that were present since the introduction of CSP, over the ten
years since CSP was introduced, we observe a downward trend (Figure 3.7a).
Still, it should be noted that part of this downward trend in the last three years
can be attributed to the fact that not all discovered bugs are publicly disclosed
yet.

However, inspecting the same bar chart for non-foundational bugs, i.e. bugs
introduced after the introduction of CSP, a far less apparent downward trend
can be found (Figure 3.7b). Moreover, the last three years show a consistently
higher number of both reports and fixing revisions in comparison to our dataset
of foundational bugs. Indeed, when inspecting the number of introducing
revisions for non-foundational bugs (Figure 3.8), it strengthens the conclusion
that the number of non-foundational bugs does not necessarily decrease. Note
that we did not find any introducing revisions for year eight and nine, since
these reports are most likely not public yet.

These findings suggest that CSP as a policy has not yet reached maturity; there
is no indication of a decrease in the amount of new bug introductions. Upon
closer examination, the most prevalent root causes of non-foundational bug
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Figure 3.8: Number of non-foundational bug introductions for each year since
the introduction of CSP.

introductions appear to be the fixing of (security) bugs (27.2%) and adding new
(security) functionality (48%). Interestingly, the fixing of CSP security bugs in
particular caused 21% of the non-foundational bugs.

Presumably this conveys that web browser development follows trends similar
to those of more general software development. As suggested by previous work,
software matures regarding foundational bugs over time [OS06], while this is
not necessarily the case regarding non-foundational bugs [Ale+20; Res05].

Finding 1. Following the trend of general software development,
foundational bugs affecting CSP are most likely to diminish over time.
In contrast, non-foundational bugs, which typically originate with the
introduction of new functionality or as a byproduct of mitigating other
bugs, are likely to remain occurring.

Our cross-browser evaluation demonstrates that of all 75 unique bugs, 14
(19%) are reproducible in both Chromium and Firefox at some point in their
development history. While in general both browsers provide very similar
functionality, they mainly face unique bugs throughout their history, which
could be attributed to the difference in architecture and implementational flaws.

The lifecycles of shared bugs are shown in the Gantt chart of Figure 3.9, where
the presence of a bug identifier on the y-axis indicates whether a bug report
was found for the associated browser. The vertical lines indicate at what time
the associated bug report was filed, if present. In eight cases, a specific bug
could be reproduced in both browsers whereas there was only a report made to
a single browser vendor. In these cases, even the revision in which the bug was
fixed did not refer to a report describing the bug, so presumably no issue was
ever filed and the bug was introduced and fixed unbeknownst to the developers.
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We also find that in seven cases the bug was reported for one browser during
or before the vulnerable period of the other browser. Although both browsers
share WPT as a common test suite, this result demonstrates a remaining lack
of effective threat vector sharing between the two vendors.

To further explore the prevalence of cross-browser bugs, we examined whether
any of these bugs were reproducible in WebKit by evaluating the most recent
Safari release (16.2). Here, four Chromium bugs could be reproduced, all of
which had been publicly disclosed for over a year at the time of writing, with the
oldest disclosure dating from May 2017. Only two of these bug reports linked to
a revision in which regression tests were added to WPT, and one other bug was
not fixed yet at the time of writing. This further supports our finding that the
current level of threat vector sharing between browser vendors is unsatisfactory.
All bugs have been responsibly disclosed, of which three have been fixed and one
is not considered a bug by Safari developers. Although Chromium developers
consider the latter issue to be of medium severity, it remains unresolved in their
codebase as well.

Finding 2. While browsers have distinct architectures, and thus
face unique bugs, a considerable number of CSP bugs occur in multiple
browsers. We argue that a more effective threat vector sharing strategy
can reduce bug lifetimes or even completely avert them.

We observe that of all shared bugs depicted in Figure 3.9, eight are foundational
in Chromium, in contrast to only four in Firefox. This indicates that
Firefox’s introduction of CSP was more comprehensive and sound. However,
five of Chromium’s foundational bugs eventually appeared as regressions in
Firefox. This highlights that even if foundational bugs are avoided through a
comprehensive policy introduction, these particular bugs are still prone to being
introduced as a future regression. Moreover, this underscores the importance
of including all shared security tests from all other browser vendors, even if
initially not affected by a bug.

3.4.2 Bug introduction

In this section, we study the root causes of bugs by analyzing the introducing
revisions. We examine the revisions from three angles: their intent, their
context (i.e., which aspect of CSP is impacted and how it is bypassed) and their
associated source code sections.
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Figure 3.9: Gantt chart of cross-browser bug lifecycles that affected both
Chromium and Firefox.

Figure 3.10 shows the intention prevalence for revisions that introduced a CSP
bug. All revisions introduced a bug a total of 97 times, as some revisions
introduced multiple bugs and several bugs regressed after a fix. For both
Chromium and Firefox most bugs (23 and 13 respectively) were introduced
with the shipping of CSP, indicating that the implementation of CSP at the
time was not sufficiently comprehensive. Similarly, enabling a new CSP feature
(e.g. shipping a new directive) allowed for various bypasses as well (eight for
Chromium, five for Firefox), reinforcing the idea that the introduction or
extension of the policy is prone to lack of comprehensiveness.

Finding 3. Approximately half of the bugs affecting CSP reported
in the ten years following its introduction were present since the initial
shipping of the security feature.

Revision intent

Of all non-foundational revisions, seven revisions introduced multiple bugs;
six revisions introduced two bugs and one even introduced six. For all but
one, modifications to CSP configuration logic (i.e. policy parsing, feature or
directive introduction) were identified as the bug root cause, indicating that
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Figure 3.10: Intentions of revisions that introduced a CSP bug.

updating CSP configuration logic bears more risk to introducing multiple bugs
in comparison to modifying enforcement logic. The revision causing six bugs was
applied in an attempt to mitigate several bugs through a design revision of CSP.
Here, an inadequate CSP inheritance upon navigating to a new context was
reported, which could be abused by an attacker to inject a script.14 Although
the revision effectively mitigated the reported bugs, it introduced new bugs
where an inadequate inheritance of CSP was again the root cause.

Similarly, we find that twelve bugs, five for Chromium and seven for Firefox,
were introduced as a result of fixing a CSP-related bug. This clearly indicates
that even the smallest changes that are made to the enforcement of CSP may
cause other, independent issues to arise.

Finding 4. The implementation of CSP is very brittle. Especially
changes to the core functionality and configuration logic are likely to
cause new bugs. Hence, fixes for existing policy bugs are also likely to
introduce new issues.

14The PoCs all leveraged navigation to an attacker-constructed blob Universal Resource
Identifier (URI) and navigation to a new window where afterwards window.document.write()
was used to inject a script.
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(b) Bypassing web mechanisms.
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Figure 3.11: Distribution of affected CSP directives and most prevalent
bypassing web mechanisms.

Revision context

For every bug, we analyzed which CSP functionality was affected by the bug
(Figure 3.11a) and what web mechanism or feature facilitated the bypass
(Figure 3.11b). Since we cannot assume that PoCs list all bypassed directives,
we reproduced multiple versions of each unique bug to find out whether a single
specific src directive or multiple src directives were affected. Interestingly,
24 bugs (32%) bypass only the script-src directive, and 23 (31%) bypass
more than one src directive. Here, CSP’s essential and critical responsibility
of blocking inline scripts and eval were bypassed in five and four instances
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respectively. We argue that script-src’s complexity, given the various
keywords that it supports (e.g. nonce, strict-dynamic, sandbox), contributes
to its error-prone implementation.

Most bypasses are caused by CSP logic issues that are not directly related to a
specific web mechanism (e.g. incorrect policy parsing, logic errors). Interestingly,
the iframe, window.open, blob and object mechanisms are most prevalent
and account for 9 (12%), 7 (9%), 6 (8%) and 4 (5%) bypasses respectively. These
mechanisms are all related to creating and navigating to new browsing contexts.
Deeper analysis shows that 14 of 23 bugs affecting multiple CSP directives were
caused due to a bypass related to navigation. This shows that the complexity
of handling policy inheritance between multiple browsing contexts not only
induces error-prone code, but its issues affect a larger surface area of the policy
language as well.

Finding 5. The complex implementation of policy inheritance between
browsing contexts is not only prone to various bugs, but also increases
the likelihood of errors serving as bypasses for multiple directives.

Source code

By examining the source code in more detail, we notice that the enforcement of
CSP for content control (Figure 3.3) is less centralized compared to other use
cases. In this case, specific sections of code dedicated to different mechanisms
are responsible for performing CSP checks. For example, mechanisms such as
<base>, <a>’s ping attribute, favicon fetching, form submission, and Workers
require conditional CSP checks in addition to the general resource fetching check.
Conversely, the functionality scope for TLS enforcement, framing control, and
referrer handling is much narrower, resulting in fewer detached CSP checks. For
instance, we only found separate checks for form submission and WebSockets
to ensure CSP compliance in both browsers regarding TLS enforcement.

The bugs resulting from missing enforcement in CSP tend to have relatively
simple PoCs, wherein a single bypassing web mechanism is sufficient for the
exploit. This trend is particularly notable in cases involving non-active content
control, where nearly half of the bugs are attributed to missing enforcement
and are generally classified as low severity. Within the active content control
mitigations, nonce, sandbox, and inline scripts are most affected, where severity
is typically somewhat higher.
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Finding 6. The fragmented enforcement logic of CSP increases the
likelihood of oversights, which could even lead to straightforward policy
bypasses.

As depicted in Figure 3.11a, the majority of CSP bugs circumvent the
script-src directive, which is a crucial component of active content control.
Here, 12 out of 23 bugs related to script-src origin enforcement are caused by
inheritance issues. Keywords of script-src such as strict-dynamic, nonce,
and sandbox are less affected. Bypass techniques often exploit multiple browsing
contexts, resulting in more intricate exploits with more impact compared to
those arising from enforcement oversights.

Remarkably, nearly all inheritance-related issues affected Chromium (20
out of 22), while only four affected Firefox.15 This disparity implies that
Firefox’s inheritance logic has been considerably more robust compared to
that of Chromium. However, Chromium developers undertook a considerable
effort centralizing inheritance logic by incorporating CSP in the Policy
Container [Chr20b], resolving seven inheritance-related issues simultaneously.
As far as we can tell from our dataset, no new inheritance issues have been
introduced since. Presumably, Firefox’s inheritance logic was already more
centralized at an earlier stage [Mozd].

Finding 7. Centralizing inheritance logic is an effective approach to
mitigate inheritance-related bugs. Additionally, the observed disparity
between browsers underscores the correlation between bugs and the
underlying architecture.

In our analysis, we encountered three bugs in Firefox, where the introduction
of new CSP functionality inadvertently weakened the security of existing
features, while no such bugs were found in Chromium. For instance, use
of the strict-dynamic keyword would allow the execution of event listeners,
even when inline scripts should have been blocked.

Moreover, a total of five bugs for Firefox and Chromium were attributed to
factors that fall beyond the scope of CSP functionality. In Firefox, an accessible
browser resource that was intentionally exempt from CSP could be abused to
execute an injected script when strict-dynamic is included in the employed
policy. In Chromium, an HTML parsing issue allowed the theft of a nonce from
a benign script, allowing the execution of injected code. In general, these bugs

15Two issues affected both browsers.
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were caused by external browser functionality – unrelated to CSP functionality
– that either act as a bypass or undermine correct policy delivery.

3.4.3 Bug reporting

In an effort to allow bug reports to be more easily queried, additional information
is attached in the form of labels. While the Chromium platform utilizes the
highly specific label Blink>SecurityFeatures>ContentSecurityPolicy label,
the Firefox platform does not dedicate a label specifically to CSP-related issues.
Among the Chromium bug reports, 33 out of 58 are not annotated with the
aforementioned label. Of those, three do not contain any variation of the “CSP”
or “Content Security Policy” strings in their title. Similarly, one of the 24
Firefox report titles does not contain a variation of these strings. This absence
or inconsistent use of CSP-specific labels makes it more difficult for developers
to identify similar or related issues.

Bug tracking platforms are often integrated with their respective source
code repositories; for instance, when a bug ID is mentioned in a revision
message, this revision will be automatically linked within the bug report as well.
Correspondingly, this aids developers in keeping track of all revisions relevant
to a certain report. To this end, we investigated how thoroughly associated
revisions are linked to a bug report, regarding introducing and fixing revisions.
If more than one bug report is associated with a particular bug (e.g. duplicate
reports), we consider a revision linked if it is mentioned by at least one report.
We found very similar results for Chromium and Firefox; bug introductions were
mentioned for only 4% and 7% of bugs, while fixing revisions were mentioned
in 87% and 86% of the cases, respectively.

Since metadata provided in reports lies at the base of understanding the
described bug for both developers and researchers, we argue that more effort
should be directed at providing consistent and comprehensive information.
Furthermore, prior work is known to rely on similar metadata, and as such, this
could provide for more accurate evidence [Asa+12; Bra+22b; ŚZZ05; Xia+20;
Yin+11]. We believe that our framework could be a first step in this process to
automatically identify the bug-introducing revision.

Finding 8. CSP bug reports are often incomplete or labeled
inconsistently, which complicates effective querying by both developers
and researchers.
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Figure 3.12: Intentions of revisions that fixed a CSP bug.

3.4.4 Bug fixing

The prevalence of intention labels for all fixing revisions is depicted in Figure 3.12.
In total, all fixing revisions resolved a bug 95 times; this is less than the amount
of introducing revisions because two bugs are not fixed at the time of writing.
Clearly, with 58 revisions (61%), most bug fixes are intentional, whereas 12
(13%) are intended as a fix for another bug.

Of course, in the latter case developers could still be aware that a particular
revision – intended for another bug – fixes a second one as a byproduct. As such,
it is considered best practice to link the fixing revision to the bug report of the
second bug as well, for transparency purposes. For all reported bugs resolved
through the fixing revision of another bug, developers had only correctly linked
the fixing revision for a single bug, while in five other cases any link to the
fixing revision was missing.

Additionally, we identified two Chromium bugs and one Firefox bug that were
made public before an effective fix was landed. Notably, the Firefox bug persisted
in Firefox’s most recent release version, prompting us to report the issue, after
which it was ultimately fixed. All three issues left their respective browser
exposed for at least one year after public disclosure. The reasons behind these
premature public disclosures are very divergent:

Chromium bug 610441. The employed regression test leveraged only the <meta>
tag to enforce CSP, while the bug could still bypass CSP enforcement through
the response header.

Chromium bug 740615. An effective fix was reverted 26 hours later due to
causing issues with the Google Docs service. This was not reflected in the bug
report, and consequently, the report remained labeled as fixed.
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Firefox bug 1460538. The regression tests were run on non-packaged builds,
on which the applied fix was successful. However, the issue still persisted in
packaged builds, unbeknownst to the developers.

Finding 9. Due to a variety of reasons (e.g. incorrect test cases,
unadvertised rollbacks, or misrepresenting test builds), bugs may be
incorrectly marked as fixed, leading to their premature public disclosure.

3.5 Discussion

Backed by our findings, we argue that CSP implementation flaws increase the
risk of bug introductions, whilst bug handling flaws increase the time frame
of insecurity. In this section, we elaborate on the underlying issues, propose
potential remedies and explore avenues for future research.

3.5.1 CSP implementation flaws

Our data suggests that non-foundational CSP bugs, caused by CSP-related and
unrelated revisions, are not decreasing with time. Due to the dynamic nature
of the Web, continuous occurrence of such revisions is inevitable.

In parallel, the evolution of CSP from a simple allowlist to a complex policy
language capable of enforcing a wide range of security policies has introduced
numerous new functionalities, including additional directives and keywords.
Our analysis indicates that these extensions seldom compromise the security of
existing CSP directives. However, it is worth mentioning that all three instances
could have been mitigated through a more comprehensive testing strategy,
duplicating existing regression tests to incorporate the new CSP functionality.
Conversely, the most prevalent cause of bugs stems from new browser features
and CSP functionalities that lack robustness upon their initial implementation,
as well as unintended side effects resulting from CSP bug fixes.

Among the issues related to CSP’s complexity, those concerning inheritance are
most prominent in our dataset. Moreover, inheritance-related bugs often lead
to more severe security risks, particularly in terms of active content control,
affecting a larger area of the policy language as well. Here, Chromium was
affected most with 20 inheritance-related bugs, compared to only four in Firefox.
However, once Chromium centralized its inheritance logic, the overall robustness
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significantly improved, This highlights the substantial benefits of centralization,
warranting the same for enforcement logic, and by extension demonstrates the
importance of the browser architecture on the handling of security policies.

Furthermore, the frequency of bugs appears to be directly associated with the
responsibility surface and capabilities of bypassed CSP directives. Consequently,
the majority of bugs are linked to the script-src directive, used for active
content control, whereas other use cases, which are comparatively simpler,
exhibit minimal bugs. However, this pattern does not hold true for most
script-src keywords. The number of bugs associated with specific keywords
(i.e. nonce, strict-dynamic and sandbox) appears to be correlated with how
long that keyword has been supported, with the exception of hashes which has
a significantly lower number of bugs.

3.5.2 Improving bug handling

Our analysis identifies several shortcomings in the bug handling procedures of
browser vendors, as several could have been avoided with minimal effort.

Foremost, we show that despite significant efforts such as WPT, bugs are not
shared effectively among browser vendors. At closer inspection, we identify
several reasons for this shortcoming; in some instances, no WPT tests are created
as part of the bug fixing process. Our analysis also demonstrates that even
when foundational bugs are initially avoided, they can reappear as regressions
later, emphasizing the need for more comprehensive threat vector sharing, even
when a browser is initially considered secure.

However, WPT seems to be the only means for browser vendors to share
undisclosed bugs, but as WPT’s test suite is public, added tests become visible
to potential adversaries before the bug is fixed in other browsers. To address
this concern, we recommend exploring alternative methods for sharing sensitive
bugs among vendors. A low-effort solution would be to allow developers access
to certain parts of the bug tracking platform of other browsers. This would
make bug sharing independent of test creation and reduce the time it takes for
bug knowledge to reach other vendors.

The fact that three bug reports were disclosed publicly before a fixing revision
was implemented is particularly concerning, as it exposes end-users to potential
attack vectors for an extended time period. A more stringent bug handling
procedure would have helped prevent these incidents, especially considering that
these bugs were incorrectly marked as resolved. Additionally, our analysis has
uncovered instances where reports lack a link to the fixing revision, emphasizing
the importance of enforcing this as a mandatory step for transparency and
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verification purposes. Furthermore, improving the accuracy of bug labels can
facilitate the identification of similar bugs and support the implementation of
stricter procedures, such as requiring a minimum of two reviewers for revisions
aiming to address a bug labeled as a security issue.

3.5.3 Future work

For future research in this area (e.g. longitudinal evaluation of other policies),
it is crucial to have complete and accurate bug reports. This would further
enhance the quality and convenience of bug report and revision scraping, on
which various related work relies. Moreover, the use of a standardized language
to describe bugs in different contexts would greatly assist the integration of
automated PoCs into various dynamic evaluation tools.

Solutions for CSP soundness specifically could lie in the field of formalization,
where CSP would be consolidated as a formal definition. Several aspects of
the Web have already been explored in a formalized context, demonstrating
its effectiveness by discovery of previously unknown bugs [Akh+10; Ban+14;
FKS16; FKS17; JTL12]. While this research direction would facilitate the sound
introduction of new CSP functionality, formalizing the Web as a whole poses
numerous significant challenges due to its dynamic nature and the complex
interplay of its mechanisms and policies.

Another approach could leverage dynamic evaluation, similar to our methodology.
However, the difficulty here lies in achieving true exhaustiveness, considering
all combinations between supported mechanisms, policies and nested browsing
contexts. While valuable efforts have been made to explore this approach [FVJ18;
HMN15; Wi+23], only limited comprehensiveness has been demonstrated.

3.6 Related work

3.6.1 Dynamic browser policy evaluation

As one of the first, Aggarwal et al. employ fuzzing to detect inconsistencies
and flaws in private browsing mode, also demonstrating the potential negative
impact of extensions and plugins [Agg+10]. Research by Schwenk et al. found
inconsistencies among browsers for the Same-Origin Policy, which could lead to
vulnerabilities [SNM17]. In that same light, browser access control incoherencies
were exposed by Singh et al., leveraging their automated evaluation framework
WebAnalyzer [Sin+10].
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Hothersall-Thomas et al. introduced BrowserAudit, a web application to
validate multiple browser security policies [HMN15]. Third-party cookie policies,
SameSite cookie policies and various anti-tracking measurements implemented
by both browsers and browser extensions were deemed inadequate by Franken
et al., employing their framework for dynamic evaluation through browser
automation [FVJ18]. Luo et al. found that mobile browsers are susceptible
to UI attacks due to insufficient protection and even demonstrate a declining
trend in security over time [Luo+17]. Luo et al. employed dynamic testing
to construct a longitudinal overview of supported browser security policies in
mobile browsers, uncovering that several widely-used browsers lack support for
crucial policies, even several years after their introduction [Luo+19]. In recent
work, Rautenstrauch et al. uncovered several new vulnerabilities through the
first systematic analysis of XS-Leaks [RPS23].

Finally, various frameworks have been developed to dynamically evaluate
the security of JavaScript engines and web engines in different contexts as
well [Din+21; FVJ21; Par+20].

3.6.2 Vulnerability studies

By examining the rate at which vulnerabilities are reported, Rescorla was
the first investigating whether software matures in terms of security [Res05].
Unfortunately, no conclusive evidence was found for this hypothesis, confirmed by
later studies as well [Ale+20; Ale+22; OS06]. However, Ozment et al. presented
statistically significant evidence that the rate of foundational vulnerability
reports does decrease over time [OS06]. Indeed, complementing this research,
Edwards et al. demonstrated that the adding of large amounts of new code
can decrease software quality and Alexopoulos et al. highlight the need for
maintaining stable branches longer in order to detect maturing behavior[Ale+20;
EC12]. Furthermore, Alexopoulos et al. suggest that more expressive security
metrics can greatly help us understand the vulnerability lifecycles.

Regarding browser development, Braz et al. uncover several root causes of
regression vulnerabilities such as the complexity of browser interactions required
for certain regression tests [Bra+22b]. Zaman et al. and Munauah et al.
underline the considerable differences between non-security and security bugs,
and consequently motivate the need for this distinction in research [Mun+17;
ZAH11]. Research of di Biase et al. demonstrated the importance of code
review and argues that more security issues are found in case more than two
reviewers are involved, as opposed to the two-reviewer policy of Chromium at the
time [BBB16]. In addition, further research indicates that security checklists do
not significantly improve vulnerability detection and the relative order in which
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files are reviewed affects the probability for finding security issues [Bra+22a;
Fre+22].

3.6.3 Content Security Policy

CSP has been the subject of various research projects, both with the focus on
validating CSP implementations and on measuring CSP employment in the wild.
To begin with, the aforementioned studies of Hothersall-Thomas et al. and Luo
et al. investigated the CSP implementations of desktop and mobile browsers,
respectively leveraging their automated frameworks [HMN15; Luo+19]. Van
Acker et al. demonstrated how attackers could bypass strict CSP enforcement
by abusing DNS and resource prefetching in major browsers [VHS16]. Other
bypasses were pointed out by Somè et al., where incompatibility issues between
the Same-Origin Policy and CSP would allow attackers to execute otherwise
blocked scripts [SBR17].

The first study to identify and set out the challenges of CSP adoption was
conducted by Weissbacher et al. [WLR14]. Based on their longitudinal study,
they uncover various reasons behind the slow adoption rate and ineffective
deployments of CSP, proposing potential remedies as well [Wei+16]. Calzavara
et al. identified various issues with CSP deployment in the wild, such as liberal
src expressions, use of inline scripts and underutilization of CSP’s monitoring
facilities [CRB16; CRB18]. Roth et al. brought to light the hurdles developers
are facing when implementing a comprehensive policy[Rot+]. Calzavara et
al. exposed how inconsistencies among the enforced CSP policies in browsers
can lead to various gaps in clickjacking defenses of websites [Cal+20]. More
recently, Stolz et al. showed that the use of the unsafe-hashes directive does
not necessarily lead to more secure event handles, and argue that although the
introduction of the directive is a step in the right direction, web developers
should be advised to avoid inline scripts [SRS22]. Finally, Wi et al. uncovered
29 new CSP bypasses that lead to unauthorized script execution, by leveraging
the first differential testing framework based on inconsistencies between browser
implementations.

3.7 Conclusion

In this work, we presented BugHog, an automated framework to accurately
identify introducing and fixing code revisions of browser security policy bugs.
Leveraging this framework, we conducted a longitudinal analysis on CSP, one
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of the most extensive and important browser policies on the Web, mapping the
complete lifecycle of 75 bugs.

Our results highlight multiple flaws in current bug prevention and handling
practices, which lead to the premature public disclosure of unfixed vulnerabilities,
and an avoidable lifetime of vulnerabilities due to inadequate threat vector
sharing between vendors. We recommend that vendors explore alternative
channels for sharing sensitive bug information and adopt more rigorous bug
handling procedures. Our framework can aid in the effort to improve the
compilation of more consistent and complete bug information, essential for a
better understanding of their root causes. As such, we intend to open-source
BugHog, which we plan to extend to evaluate other policies as well in future
work.
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This chapter was previously published as:
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Lines: An Extensive Evaluation of the Security and Privacy Implications
of EPUB Reading Systems”. In: 2021 IEEE Symposium on Security and
Privacy (SP). 2021, pp. 1730–1747. doi: 10.1109/SP40001.2021.00015

In the preceding two chapters, we have focused on policy enforcement within web
browsers and the many complexities of doing it soundly and comprehensively. In
this chapter, we take a step back and explore whether the same challenges apply
to native applications that employ browser engines. To this end, we conducted
the first comprehensive evaluation of the security and privacy implications of

79

https://doi.org/10.1109/SP40001.2021.00015


80 READING BETWEEN THE LINES

a specific class of native applications that leverage browser engines: EPUB
reading systems.

As previously discussed, automating browser evaluation is relatively straight-
forward due to the consistent and standardized methods of instruction. Yet,
this advantage is not shared by EPUB reading systems, as they do not offer
support for automation and command line-based instruction. On top of this,
all reading systems employ their own unique user interface and are often only
available for one platform. Despite these hurdles, we managed to create a
semi-automated testbed of multiple EPUBs that, upon loading by a reading
system, runs experiments and displays the outcome using the application’s
renderer. As such, we were able to evaluate 97 EPUB reading systems, covering
seven platforms and five physical reading devices.

Our findings revealed several critical vulnerabilities, some of which would allow
an adversary to access local files. As part of our responsible disclosure, we
reached out to the vendors of 37 affected reading systems, including widely used
applications like Adobe Digital Editions, Apple Books and Amazon Kindle. As
a result of these efforts, numerous issues have been addressed and several CVEs
have been assigned.1 Additionally, our investigation has uncovered several
underlying root causes of these issues. These include the misconfiguration
security-sensitive settings, such as permitting all loaded EPUBs unrestricted
access to the local file system and the inheritance of engine functionality, such
as the ability to launch external applications through custom URI schemes.
As part of a real-world analysis, we even demonstrated that it is possible to
distribute malicious EPUBs through the official web stores of popular reading
systems, including Amazon Kindle, Apple Books and Rakuten Kobo.2

In addition to implementation issues, we also identified several shortcomings in
the EPUB specification. For instance, the specification previously allowed
reading systems to grant EPUBs access to both local and remote files,
potentially creating vulnerabilities for attackers to exploit and compromise
personal information. Furthermore, the specification did not explicitly address
all potential attack vectors. Fortunately, our findings and suggestions for
improvement were taken into account by W3C. Consequently, several significant
enhancements have been integrated into the next iteration of the EPUB standard,
EPUB 3.3 [GCH23]. One notable improvement is the introduction of a strict
requirement that prevents a loaded EPUB from referencing file:// URLs,
effectively blocking access to the local file system. Additionally, the specification

1CVE-2020-3798, CVE-2019-8789 and CVE-2019-8774.
2In the context of this experiment, paper co-author Tom and I made our debut in the

realm of contemporary art books with our publication, “Not for Sale: A Timeless Piece of
Art”. However, the book was retracted from all stores following the experiment’s conclusion
due to lack of artistic value. Nonetheless, a digital copy remains available upon request.
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now recommends that user consent should be a prerequisite for allowing a
loaded EPUB to access the network or to open external applications. In support
of these improvements, we have integrated various segments of our test suite
into the official W3C test suite, which serves as the benchmark for testing the
compliance of EPUB reading systems.

The presentation preview for our talk at the IEEE Security & Privacy Symposium
was awarded with the Best Video Award.3

4.1 Introduction

In the last decade, digital books have gained significantly in popularity, and
experts argue they are here to stay [PwC10; Wis13]. Today, almost every newly
published book or magazine is made available in a digital format, in addition to
their physical copy. EPUB e-book creation is considered fairly straightforward,
which combined with the possibility to publish without any vendor interposition,
explains in particular its popularity among self-publishing authors and within
open license communities such as Project Gutenberg4. EPUBs primarily consist
of Extensible HyperText Markup Language (XHTML) documents and CSS
stylesheets, bearing close resemblance to web pages. Consequently, browser
engines are often employed by reading systems to render EPUB content. Next
to static content, the EPUB standard also allows for media such as audio or
video, and dynamic content leveraging JavaScript.

Because EPUB reading systems are closely related to web browsers, they
are prone to similar security and privacy issues. A malicious EPUB could
leverage the reading system’s capabilities to mount attacks against the user,
much like the dynamics between a malicious website and a browser. For
instance, since the introduction of EPUB3, several blogs and articles have
voiced concern about the capabilities associated with supporting JavaScript
in EPUB reading systems [Bal12a; Bal12b; Eri13; Jun17; Nat13]. The EPUB
specification acknowledges these concerns by dedicating one of its sections
to security recommendations for EPUB reading system developers [CG19].
However, these recommendations are very lenient and lack strict enforcement.

The EPUB specification defines a large number of (optional) capabilities, several
of which are questionable from a security perspective, such as access to the
local filesystem, especially when considered in combination with access to
remote endpoints. Consequently, since most EPUB reading systems are not
well-documented, this makes it difficult for the user to assess what privileges the

3https://www.youtube.com/watch?v=GDL6KWOn8Ic
4https://www.gutenberg.org/

https://www.youtube.com/watch?v=GDL6KWOn8Ic
https://www.gutenberg.org/


82 READING BETWEEN THE LINES

reading system provides to an opened EPUB. Moreover, there is no indication
whether a reading system is compliant to the EPUB specification, nor are we
aware of any study evaluating their capabilities and compliance.

In this chapter, we present the first extensive evaluation of EPUB reading
systems, addressing their capabilities, compliance with the EPUB specification,
and security and privacy implications. To this end, we crafted an extensive
testbed that covers a wide range of the threat surface, consisting of EPUBs which
are loaded in EPUB reading systems to perform a semi-automated evaluation.
As soon as such an EPUB is opened by a reading system, the embedded
experiments are executed, after which the resulting data is rendered or sent to
a server. This way, we evaluated 97 of the most popular EPUB reading systems,
covering seven different platforms and five physical e-reader devices. Our
evaluation uncovered that almost all reading systems that execute embedded
JavaScript do not fully respect the specification’s security recommendations,
of which 16 can be abused by malicious EPUBs to leak information about the
local filesystem. We reached out to all vendors in order to report the identified
issues.

Moreover, to complement our semi-automated evaluation, we manually inspected
three widely used EPUB reading systems for implementational flaws, revealing
several severe security vulnerabilities. We discovered a universal XSS affecting
two browser extensions (≈300,000 browser installations), and the ability to leak
arbitrary files as soon as a malicious EPUB is opened on a Kindle (the most
widely used physical e-reader [DG19]). These findings indicate that the results
of our semi-automated evaluation should be considered as a lower bound, and
that in fact EPUB reading systems may face even more security issues that
are implementation-specific. We argue that by limiting the capabilities of the
reader application and the employed rendering engine to a minimum, the threat
surface can be significantly reduced. For instance, iOS reading systems can only
access files within the application by design, and thus none could be abused to
leak sensitive files. Furthermore, we explored the presence of real-world abuse
by analyzing more than 9,000 EPUBs obtained from five online e-book stores
and two file-sharing platforms. We did not find any evidence of ongoing abuse,
allowing EPUB reading system developers to adopt adequate security measures
before users are actively being exploited. Finally, we show that four out of
six evaluated self-publishing EPUB services do not adequately vet submitted
manuscripts, which could lead to the distribution of malicious EPUBs through
legitimate channels.

We make the following contributions:
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• We developed a testbed of numerous EPUBs to assess the security and
privacy impact of various aspects of EPUB reading systems and the
rendering engine they employ.

• By applying this testbed in a semi-automated analysis, we evaluated a
total of 97 EPUB reading systems, of which 92 were freely available as
applications on desktop (Windows, macOS and Ubuntu) and mobile (iOS
and Android), or as a browser extension (Chrome and Firefox), and of
which five were physical e-reader devices.

• The result of this analysis shows that many reading applications can be
abused, either by leaking file contents, or by violating the user’s privacy
expectations.

• To explore both ongoing and potential abuse in the EPUB ecosystem, we
downloaded over 9,000 EPUBs from two torrent sites and five online e-
book stores, and assessed the vetting process of six popular self-publishing
services.

• Lastly, based on the identified issues and their root cause, we propose
to make the EPUB specification more strict. Moreover, to encourage
consumers and developers to measure the security and privacy impact of
their reading systems, we have released the EPUBs used in our evaluation
along with the source code to craft them.

4.2 Background

In May 2019, W3C issued EPUB 3.2, the most recent version of the EPUB
standard at the time of writing [GC19]. In the remainder of this chapter, we
refer to this particular version when discussing the EPUB standard, unless
specified otherwise.

4.2.1 EPUB technical standard

The EPUB standard consists of five sub-specifications, each defining comple-
mentary core features and functionality. For reasons of brevity, we will not
describe each sub-specification, instead we will discuss the standard as a whole.

The EPUB format and the internal structure of a compliant EPUB file, or
a so-called EPUB Container, are visualized in Figure 4.1. An EPUB is a
single-file container with the .epub extension, of which the included content
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EPUB Container

EPUB Publication

EPUB Renditions

Navigation Document

Package Document

Publication Resources

Figure 4.1: On the left a visual representation of the EPUB format, and on the
right the internal file structure of a compliant EPUB archive.

is compressed in a ZIP archive. The mimetype file indicates the EPUB Open
Container Format (OCF) media-type, with application/epub+zip as the two-
part identifier [IAN14].

An EPUB Publication, included in the Container, must consist of at least
one Rendition, the specific rendering of the EPUB’s content. A Rendition is
represented by an EPUB Package, which consists of the Package Document
(package.opf), the Navigation Document and all Publication Resources used
to build the Rendition. The Package Document conveys various types of
information such as the title and authors of the EPUB Publication. Moreover, it
also defines the sequence in which the Content Documents are rendered, called
the spine.

Publication Resources characterize the actual content and layout of the EPUB
Rendition. The standard makes a distinction between Core Media Type
Resources and Foreign Resources. The former are resources of media types that
are deemed supported by all Reading Systems. This set of media types consists
of Content Documents (XHTML or SVG media type files), CSS stylesheets, and
various image and audio formats. The latter are resources of which support is
not mandatory and therefore require fallback mechanisms to Core Media Type
Resources, in case the Reading System does not offer support.

The Package Document is also used to assign special properties to particular
Content Documents. An interesting example is the scripted property, which
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indicates that the referred Content Document contains executable JavaScript.
EPUB Containers are allowed to contain such Scripted Content Documents,
however, EPUB Reading Systems are not obligated to support script execution.
As such, the EPUB standard states that Scripted Content Documents should
retain their integrity when scripting support is disabled, without any loss of
information or legibility.

4.2.2 EPUB reading systems

EPUB Reading Systems are applications that interpret and render EPUB files
according to the EPUB specification. They come pre-installed on physical e-
book reading devices (e.g. e-ink readers), but are also available on smartphones,
tablets, desktop computers, and even in the form of browser extensions. Nearly
all applications are free (some with in-app advertisements) and often provide
support for various other e-book formats.

The EPUB specification dictates the minimal requirements that should be
met by an EPUB Reading System. These requirements are mostly related to
rendering and presenting the content that is the EPUB Publication. Only a
few paragraphs of the standard are dedicated to security considerations, with
special attention to providing support for scripting [CG19]. Here, Reading
System developers are provided with several attack vectors that should be
considered, and with recommendations on how to deal with security-related
issues concerning scripted content execution.

One of the recommendations states that the Reading System should behave
as if a unique domain were allocated to each Content Document, consequently
isolating documents from each other. This isolation is enforced by the Same-
Origin Policy, which dictates that one origin cannot access resources from
another. Reading Systems that allow scripting and network access should also
notify the user whether any network activity is occurring, and ideally provide
functionality for the user to disable it.

According to its specification, EPUB Reading Systems may allow an EPUB
to store persistent data (e.g. LocalStorage). This data is recommended to be
considered sensitive, and therefore this data should not be accessible by other
documents.

4.2.3 Same-Origin Policy

Modern browsers employ a wide range of policies to protect users against
malicious websites, among which the highly essential SOP [Mozk]. This policy
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in particular is used to isolate documents and scripts located on different origins,
to prevent one website to perform undesirable actions on, or steal sensitive
user information from another website. Two URLs share the same origin
if their scheme, host and port are identical. For example, when the origin
https://attacker.com tries to extract information from https://bank.com,
this would be prevented by the SOP. Not only documents and scripts are
protected by the SOP, but also any information stored by the LocalStorage
API [Hic16]. Although cookies are not subjected to the SOP, they can only be
accessed by associated domains. As an extension to the SOP, websites cannot
instruct the browser to render or access files located on the user’s file system.
For example, when a website leverages an iframe to render a file by referring to
file:///etc/passwd or employs the XMLHttpRequest or Fetch API to access
its content, the browser will refuse.

4.3 Motivation

While e-books have grown to be a multi-billion dollar industry [PwC10; Wis13]
and countless EPUB reading systems are available on essentially every platform,
the reading system ecosystem has never been subjected to a comprehensive
security or privacy assessment. In the following subsections, we argue why such
an assessment is imperative.

4.3.1 Intransparency

Most EPUB reading systems rely on browser engines to render e-book content.
Over the last few years, there has been an extensive growth in the number
of features that these browser engines support, significantly increasing their
threat surface [STK17]. Scripting in e-books, which was already suggested as an
optional functionality in the 1999 Open eBook Publication Structure (OEBPS)
specification, could be used to launch a variety of attacks to circumvent the
same-origin policy, or even to attack the underlying operating system. As such,
opening an e-book could introduce the user to a plethora of attacks, which
have not been extensively explored to this date. In face of these threats, the
more recent editions of the EPUB standard now include a section on security
considerations for EPUB reading system developers.

However, we argue that these considerations lack binding requirements and
are insufficiently concrete. In that regard, even if an EPUB reading system
is compliant with the official specification, users do not have any guarantee
that their security and privacy will be safeguarded. For instance, a compliant
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reading system might allow an EPUB to freely access the user’s file system and
send a copy of it to a remote server. Moreover, countless curated lists only
recommend reading systems based on usability features and supported e-book
formats, making it nearly impossible for users to verify whether an application
is sufficiently secure.

We argue that the more features are being added to the specification, the more
it will cripple the transparency of security and privacy factors in EPUB reading
systems as long as no clear compulsory considerations are included. However,
even when these are included, still, there is no straightforward way to verify
compliance of a reading system. This uncertainty is one of the reasons why we
deem a comprehensive evaluation of EPUB reading systems imperative. We
aim to improve this much-needed transparency by evaluating the most popular
EPUB reading systems, leveraging a semi-automated analysis. In the following
subsections, we discuss two attacker models which aim to abuse EPUB reading
system capabilities, impacting the user’s security and privacy.

4.3.2 Malicious EPUBs

Nowadays, tens of thousands of EPUBs are made available online for free,
either legally or illegally. Whereas EPUB submissions to the Gutenberg Project
are subjected to examination by volunteers [Pro], various other channels omit
third-party validation and share the EPUB as-is (e.g. torrent sites, social
media). A study of the UK government’s Intellectual Property Office finds that
approximately 17% of e-books are illegally consumed online, accounting for
around four million e-books [Int17]. As such, users may face various threats when
accessing an e-book obtained either from a publisher who does not sufficiently
sanitize or verify the published books, from a malicious website directly, or from
a file-sharing platform.

The attacker could configure the EPUB such that upon opening, a malicious
JavaScript payload is executed. Depending on the capabilities and vulnerabilities
of the reading system, the attacker could try to either extract sensitive system
files, such as the browser’s cookie store, and then send the contents of these files
to an online web server. Furthermore, if the browser engine used by the reading
system is outdated, it might contain publicly known vulnerabilities that can
then be exploited by the malicious e-book in order to compromise the system.

In an explorative experiment using Chrome and Firefox, we assessed whether a
website could automatically cause a malicious EPUB to be loaded in an installed
reading system. In both browsers (on desktop and mobile), this requires at
least one user interaction. Although a website can instruct the browser to
download an EPUB (e.g. clicking a URL through JavaScript), still one user
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click is required to actually open it. However, an EPUB reading system installed
as a browser extension could intercept the download and automatically render
the EPUB.

4.3.3 Tracking EPUBs

E-books in a proprietary format are usually distributed through the associated
vendor’s online bookstore, which is often embedded within the vendor’s own
reading system (e.g. physical e-reader devices or applications). Leveraging their
own proprietary formats and reading systems, vendors are known to harvest
user data based on interactions with their reading system [Alt12; Flo14; Kas10].

Although EPUB is an open format and not affiliated to any specific vendor,
distributors of EPUBs might still be able to track users. To supplement their
recommendation system, the distributor might try to figure what other books
make up the user’s library. This can be accomplished if the user’s reading
system allows EPUBs to render local files located within the directory where
the unpacked EPUBs are stored. Then, to scan the contents of the library,
each distributed EPUB could include a list of popular EPUBs, and code to test
their presence on the system. Even when the targeted EPUB reading system
does not allow rendering local files, timing attacks can prove as a suitable
alternative. The distributor could be even more intrusive by scanning for other
information, such as installed applications and browsing history, in the same
way. Moreover, a tracking-enabled EPUB might try to associate the user with
an online browsing session, e.g. by fingerprinting the installed fonts. The EPUB
might even try to obtain an even more intrusive device fingerprint, e.g. by
detecting the presence of specific files on the system, which in most cases can
also reveal the username.

4.4 Methodology

To evaluate the potential threats posed by opening an EPUB file, we conduct
a series of experiments. In this section we describe our experimental setup
through which we test a wide variety of EPUB reading systems for different
primitives that could be used to launch attacks.
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Figure 4.2: Overview of our experimental design. The various EPUB files that
make up our testbed are manually loaded in the tested reading system. If
remote communication is available, the results are automatically submitted to a
web server, which will store it in the database. Alternatively, these are manually
copied from the e-book.

4.4.1 Experimental design

Our experiments aim to document the capabilities entrusted to EPUBs by the
reading systems, and to detect related security and privacy issues. Because most
reading systems are closed-source, we opt for a black-box approach, developing
a testbed of various EPUBs which, upon loading, instruct the EPUB reading
system to run embedded experiments. Because of the high variety of reading
systems, both in terms of the platform they are run on as well as the functionality
they provide and their user-interface, we deemed it infeasible to perform a fully
automated evaluation while maintaining completeness. Instead, we opted for a
semi-automated approach, where we use JavaScript code to render the results of
our experiments in the reader, or, if possible, send these to a remote web server.
As such, the manual effort is limited to copying this output from the EPUB
reader into a file that can be further evaluated by our analysis framework. An
overview of our experimental design can be found in Figure 4.2.

Supported by this setup, we aim to evaluate the presence of certain “primitives”
that are required to launch attacks. For instance, in order to leak the contents
of a file on the local file system, an attacker requires the ability to render content
from local files, execute JavaScript code, and finally send remote requests. For
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every primitive functionality, our testbed uses a separate EPUB file that tests
its presence. The reason for this is that EPUB reading systems label certain
EPUBs as corrupt when these try to execute unsupported functionality. Several
experiments rely on specific functionality such as JavaScript execution; when
this functionality is not present, the associated experiments can be omitted.
The decision on which experiment to perform next is each time imposed by our
testbed protocol.

We used the official EPUB Validation Tool [W3C19] provided by W3C to
validate conformance with the standard. To accommodate all EPUB reading
systems, the embedded JavaScript uses ECMAScript 5 functionality because
the more recent ECMAScript 6 is not widely supported among reading systems.
We have publicly released all code required to construct this testbed of EPUBs.5
In the rest of this section we discuss all features that were evaluated, an overview
is depicted in Figure 4.3.

JavaScript execution

Because most reading systems do not disclose whether JavaScript is supported,
which is indeed an optional feature in the EPUB specification, this information
needs to be obtained empirically. JavaScript support might be an important
trait to the user, e.g. to support interactive EPUBs, but even more so to a
potential attacker, considering the substantially increased threat surface. That
is, through JavaScript a multitude of different APIs become available, which
could be used to request local or remote resources, or even access user media
devices (MediaDevices API [Mozj]).

We test three different ways of how JavaScript can be included in an EPUB:
(i) directly embedding code with a <script> tag in an XHTML file (inline),
(ii) reference a separate JavaScript file within the EPUB by setting the src
attribute of <script> tags (external), and (iii) reference a JavaScript file hosted
on an external web server (remote). All three approaches were evaluated by
dynamically changing the content of a visible HTML element through inline,
external or remote JavaScript code. When the content of such an element
assumed the dynamically assigned value over the original value, we could safely
assume that JavaScript was executed.

5https://github.com/DistriNet/evil-epubs

https://github.com/DistriNet/evil-epubs
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Figure 4.3: Overview of the different EPUB experiments. In order to assess
certain features (red) of the reading system, we used several experiments
(rectangular), both with (yellow) and without (white) JavaScript; these
experiments are grouped by category (blue).

Local file system access

The EPUB specification allows reading systems to support references to certain
types of resources on the local file system, explicitly mentioning audio, video
and fonts, but also any resource retrievable by a script [GC19]. JavaScript-
supporting reading systems that implement this optional feature may implicitly
grant every EPUB the ability to retrieve files from the user’s operating system.
Even when the SOP is enforced to prevent content leaking, as is recommended
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by the specification [CG19], a malicious EPUB might still be able to gather
sensitive information such as the presence of certain files, or even the user’s
account name.

For this evaluation, we performed three sets of experiments in which the EPUB
attempts to access five types of resources: textual files (.html, .txt, .log, .bogus),
images (.png, .jpg), audio (.mp3), video (.mp4) and fonts (.ttf). In an attempt
to bypass the potentially restrictive direct access to the local file system, we do
not only refer to the resource through its absolute path (file:// protocol), but
also leverage relative symbolic links. For UNIX systems, we were able to enclose
correctly functioning symbolic links pointing to a file and folder in the ZIP
file, which is essential for embedding them in an EPUB. We did not find a way
to reproduce this on Windows. These experiments were considered successful
only when the obtained information could be leaked to a remote server (see
Experiment 4.4.1).

In the first set of experiments, the EPUB attempts to render the local user
files by simply including them by means of an iframe, img, audio or video
element, or by assigning a CSS font-family to include a font. When such
a resource is rendered, it is trivial to confirm its existence on the local file
system. For iframes and images, an observable load event is fired when the
subresource was successfully loaded. Similarly, on audio and video elements
the canplaythrough event is fired. Although no such event exists for fonts,
existence of font files can be inferred by leveraging canvas elements to check
whether the referred font has been applied to a text box.

The second set of experiments aims to determine whether the content of local
resources can be accessed through the XMLHttpRequest and Fetch API [Moz17b;
Moz17f] or by leveraging content-specific methods. For textual resources,
the EPUB tries to access the rendered content within an iframe through its
contentWindow attribute. Images, on the other hand, can be encoded in the
base64 format through the toDataURL functionality of the canvas element.
However, when reading systems use a unique domain to host the EPUB’s
content, as is recommended by the specification [CG19], the SOP disallows
access to the content of the referred resource. Again, here we can leverage
symbolic linking to make it appear as if the referred content is hosted on the
same domain.

Well-secured EPUB reading systems will prevent the EPUB from rendering
local files and leaking their content, however, we might still be able to leak the
existence of a particular file by leveraging timing attacks. This was evaluated
in an additional experiment, by measuring the time between setting the src
attribute of an image element and the firing of the onerror event, for both
a URL of an existing file and a non-existing file. In every experiment, this



METHODOLOGY 93

measurement was performed 20,000 times, alternating the sequence order of the
existing and non-existing file to reduce potential noise. When in a significant
portion of these cases the measured time was larger for the existing file than
for the non-existing file, or vice-versa, we consider a timing attack to be viable.
For all such labeled reading systems, this calculated accuracy was at least 95%,
except for two reading systems where we measured an accuracy of about 75%.
However, in all cases the accuracy can be increased by performing multiple
measurements. On MacOS and Linux, we used a filesystem in user space
(FUSE) [nrc19] in advance to determine whether the local filesystem is accessed
in an attempt to read out the file.

Remote communication

Similar to the local resource access discussed in the previous section, the EPUB
specification allows reading systems to support references to online resources
for certain resource types [GC19], implying that remote communication with
a server is possible. However, the standard also acknowledges the security
implications produced by this trait and advises reading system developers to
explicitly notify users of network traffic, and ideally, even request user consent
in advance [CG19]. Indeed, this capability is essential for relaying sensitive
information to a tracker, or for receiving instructions from an attacker.

In this experiment, we investigate whether an EPUB is able to communicate
with remote servers while it is opened by the reading system, and whether the
user is notified of the occurring network traffic. Various HTML tags can be used
to initiate HTTP requests, and in an attempt to be exhaustive we leveraged
the comprehensive collection on the HTTPLeaks GitHub repository [Cur19],
in combination with the XMLHttpRequest and Fetch API [Moz17b; Moz17f].
When any of these requests reaches the remote server, we label the EPUB
reading system as supporting remote communication. As we manually load the
crafted EPUBs in the readers, we also take note of any request for consent that
was presented to the user.

Persistent storage

In modern browsers, websites have access to various mechanisms to store data
locally, such as cookies and the LocalStorage API [Hic16]. Again, EPUB reading
systems might inherit this functionality to provide storage capabilities to EPUBs.
The EPUB specification rightfully recommends reading system developers to
treat all stored data as sensitive, preventing other documents from accessing.



94 READING BETWEEN THE LINES

In these experiments, we first determine whether the EPUB reading system
supports persistent storage through one of the two mechanisms. Since reading
systems might merely provide the API, neglecting the persistence trait, we
evaluate whether the stored information persists after closing the EPUB reading
system. To adequately validate inter-session persistence, we start an initial
session by opening the crafted EPUB. After rendering is complete, we close
the reading system, thereby ending the first session. Finally, by reopening the
same EPUB file and starting a second session, we inquire whether any cookies
or LocalStorage entries have remained.

In an additional experiment, we check compliance with the recommendation
to isolate this data from other documents. For this, we use different EPUBs
in subsequent sessions, validating whether a modification by the first EPUB is
detectable by the second.

Feature access

Modern browsers allow websites to request access to features, such as the user’s
geolocation, microphone and webcam [Bos+19; Pop16]. When such access is
requested, the browser will ask the user for consent to allow the website to access
the indicated resource. We did not find any occurrence of these mechanisms in
the EPUB specification, however, since most EPUB reading systems rely on
browser engines, it is possible that this functionality is inherited. Because access
to these media devices could allow an EPUB to record the user’s surroundings
or determine the user’s location, it proves a tempting target for a potential
attacker.

In this experiment, we evaluate whether the GeoLocation and MediaDevices
API are made available in EPUB reading systems, and if so, whether user
consent is required.

URI schemes

On the Internet, resources are referenced through URI, of which most rely
on the HTTP or HTTPS protocol. However, by using custom URI schemes,
websites can also instruct the browser to open applications upon activation
of the URI (e.g. by clicking a hyperlink), even passing on arguments in the
URI. For instance, the mailto: scheme is often employed to refer to an e-mail
address, and when activated, will open the operating system’s default mail
application [DMZ10]. Whereas the mailto: scheme is one of the official URI
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schemes issued by the Internet Assigned Numbers Authority (IANA) [IAN],
there are also many non-registered schemes used in practice.

To prevent misuse, modern browsers generally request confirmation from the
user to initiate another application. This precaution is considered critical as URI
links can be activated without any user interaction, e.g. through the click()
function in JavaScript. Depending on the security considerations of a referred
application, leveraging the arguments of such an activation could initiate a phone
call, send a mail or download a file, facilitating various attacks by respectively
exposing a user’s phone number or e-mail address, or downloading a malicious
payload.

In this experiment, we investigate whether EPUB reading systems support
initiation of applications through URI schemes, and if so, whether the reader
requested permission from the user for this action.

Browser engine evaluation

Considering that browser engines require regular patching to fix security bugs,
disclosed vulnerabilities could be abused to target reading systems with an
outdated browser engine.

In this experiment, we explore browser engine use in EPUB reading systems
by evaluating whether the embedded browser engine is outdated and insecure.
While at first sight consulting the user-agent string poses a straightforward
solution, this information might not correctly represent the underlying browser
engine. For instance, reading systems could have modified it, and WebKit has
stopped updating the user-agent string altogether [Webc]. Therefore, we identify
the embedded browser engine version by fingerprinting browser engines based
on supported features, leveraging MDN’s browser compatibility dataset [Mozi].
Such a fingerprint is constructed by evaluating support for each HTML element,
attribute and JavaScript API present in the MDN dataset. This way, we collected
almost 100 distinct fingerprints from applications whose embedded browser
engine is known, and subsequently used those to determine the embedded
browser engine of the reading systems. A browser engine is marked insecure if
its age has surpassed at least three years, and if any vulnerabilities are publicly
disclosed.

Background activity

To facilitate multi-tasking, mobile applications retain operation for a short time
after focus is lost (e.g. when the user switches to another app), depending on
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the application’s configuration. However, to improve battery life and memory
consumption, mobile platforms impose restrictions on background tasks. We did
not find any official documentation on how much time an application is allowed
to run in the background on iOS, yet an Apple staff member has stated on the
official Apple Developer Forums that this is around three minutes after losing
focus [App17]. Similarly for Android, this exact time limit is undocumented,
but is said to be around ten minutes before the application is forced into idle
mode [Anda].

Likewise, EPUB reading systems can invoke this functionality to remain running
when switched to the background, increasing the time window of a potential
attack. By embedding a counter inside the EPUB, we can detect whether a
switch to the background paused the embedded JavaScript execution.

4.4.2 Evaluated EPUB reading systems

This testbed was used to evaluate a set of 92 free EPUB reading systems,
available for desktop platforms (Windows 10, macOS 10.14.6 and Linux Ubuntu
18.04), mobile platforms (iOS 12 and Android 9) or as browser extensions
(Chrome 78 and Firefox 70). We used the iOS App Store, Google Play Store,
Chrome Web Store and Firefox Add-on Store for selecting and installing reading
systems on iOS, Android, Chrome and Firefox. The selection was based on the
store’s search functionality, using the terms “epub reader” and “ebook reader”,
scanning the first 100 results each time. For Android, we limited our selection
to applications that were downloaded by at least 5.000 users. For the desktop
platforms, we used a web search engine to make up the selection of EPUB
reading systems, also leveraging curated lists. Here, we installed all encountered
applications by downloading them from a website or installing them using
the respective application store of the platform. By converting the evaluation
EPUBs to AZW e-books, we also evaluated Kindle applications if available on
the platform. For a complete overview of all evaluated EPUB reading systems,
we refer to Appendix C.

Additionally, we evaluated the five most popular physical e-reader devices
(Kindle Paperwhite 4, PocketBook Touch HD 3, Kobo Clara HD, Onyx Nova
Pro, Tolino Shine 3). Their pre-installed EPUB rendering applications were
tested out-of-the-box.
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4.5 Results

This section will cover the results obtained by performing the semi-automated
evaluation described in the previous section. Some reading systems were not able
to render a perfectly compliant EPUB 3.2 e-book and were therefore excluded
from our evaluation (see Appendix C).

4.5.1 Desktop

For desktop-based reading systems, experiments were run on Windows 10
(17763), macOS (10.14.6) and Ubuntu (18.04).

Windows

Table 4.1 shows the results of our evaluation on the Windows platform, which
consisted of 15 reading systems. Of these reading systems, five execute embedded
JavaScript, which can be escalated to leak at least the existence of certain files,
and two of them can even be abused to leak file contents. Calibre 3 and MS
Edge grant EPUBs the ability to open third-party applications installed on
the user’s operating system. Interestingly, only the latter asks for the user’s
consent.

Interestingly, Adobe Digital Editions’s rendering behavior differs between files
residing on the local file system and files residing on a network share. Although

Application JavaScript Local Resources Remote
communication

Persistent storage Features URI handles Insecure
engineLocal Remote Existence Render Leak Cookies LocalStorage

Adobe Digital Editions (4.5.10)   � � ‡ -  #  - # #
Bibliovore (2.0.2.0) # # - - - # # # - # -
BookReader (1.6.0.0) # # - - - # # # - # -
Bookviser Reader (6.8.1.0) # # - - - # # # - # -
Calibre (3.40.1)   � � � � n � � � � � � � � � -  # # -   

(4.3.0)∗  # - - -  # # - #§ #
CoolReader (n/a) # # - - - # # # - # -
EPUB File Reader (1.5)   � � � � � � � � � � � � �  # # - # #
FBReader (0.12.10) # # - - - # # # - # -
Freda (4.21) # # - - - # # # - # -
Icecream Ebook Reader (5.19)∗  # � � � � � � � � � � � � � �  # # - #  
Liberty (1.0.0.13) # # - - -  # # - # -
MS Edge (44.17763.1.0)   � � � � -  # # -  † #
Nook (1.10.1.15) # # - - - # # # - # -
Overdrive (3.8.0) # # - - -  # # - # -
SumatraPDF (3.1.2) # # - - - # # # - # -

�.html file | �.png/.jpg file | �.txt file | �.log file | n.bogus file | �.mp3 file | �.mp4 file | �.ttf
∗ Only executes inline JavaScript.
† Requires user consent.
‡ Additionally renders textual files (.html, .txt), images (.png, .jpg), audio and video residing on
a connected network share.
§ Allows EPUB to open URL in default browser.

Table 4.1: Evaluation results for EPUB reading systems on Windows.
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the means of access are identical; through an absolute file path, it only allows
an EPUB to render images located on the former, whereas textual files (.html
and .txt), images, audio and video can be rendered if located on the latter. This
can be exploited to enumerate both local files and files residing on a network
share. This vulnerability was assigned CVE-2020-3798, and has been resolved
since Adobe’s 4.5.11.187303 release of the application [Ado20].

Our tests identified WebKit 538.1 as the underlying browser for both Calibre
3 and Icecream Ebook Reader, which was released in 2014. This engine is
considered insecure, since several vulnerabilities are publicly disclosed. For
instance, by leveraging such a vulnerability [Lee17], we were able to leak arbitrary
file contents in Calibre 3. Fortunately, Calibre started using an updated engine
since its major update to version 4, effectively mitigating this vulnerability.

macOS

As shown in Table 4.2, except for FBReader and Amazon’s Kindle application,
all reading systems evaluated on macOS support JavaScript execution. All
reading systems that support JavaScript can communicate with a remote server
without informing the user. Moreover, half of the ten tested readers can leak
the presence of certain resources on the local file system by rendering them.
Three of those even allow an attacker to leak arbitrary files to a remote server.

Furthermore, four reading systems allow EPUBs to open installed applications
on macOS, leveraging specific URI schemes, without requiring user consent.
It is considered good practice for these referred applications to require user
interaction before irreversible actions are undertaken, however, this is not always
the case. For instance, when Skype for Business is configured as the default app
to handle tel: scheme URIs, activation of such a URI will immediately lead
to calling the included phone number. Although the results of this action are

Application JavaScript Local Resources Remote
communication

Persistent storage Features URI handles Insecure
engineLocal Remote Existence Render Leak Cookies LocalStorage

Adobe Digital Editions (4.5.10)  # - - -  # # -  #
Apple Books (1.17)   - - -  #  - # #
Azardi (43.1)  # � � � � n � � � � � � � n � � � � � � � n  #  - #  
BookReader (5.14)  # � � � � � � � � � � � � � � � � � � n    † -  #
Calibre (3.40.1)   � � � � n � � � � � � � � � � -  # # -   

(4.3.0)  # - - -  # # - #∗ #
FBReader (0.9.0) # # - - - # # # - # -
Kindle (1.25.2) # # - - - # # # - #∗ -
Kitabu (1.2)   � �‡ -  # # -  #
Murasaki (1.0.2)   � � � � n � � � � � � � � � � � � � � n  # # - # #

�.html file | �.png/.jpg file | �.txt file | �.log file | n.bogus file | �.mp3 file | �.mp4 file | �.ttf
∗ Allows EPUB to open URL in default browser.
† Allows access to LocalStorage of other EPUBs.
‡ Attempts to load all resources in the default application without consent (except fonts).

Table 4.2: Evaluation results for EPUB reading systems on macOS.
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very noticeable, since both a visual and auditory cue are given when the call is
initiated, it does not require any user interaction. Correspondingly, an attacker
could make the user initiate calls to their premium-rate telephone number, e.g.
when there has been no user activity for a certain time.

Linux Ubuntu

For the evaluation on the Linux platform, we only found three functioning
reading systems, as shown in Table 4.3. Here, Calibre (version 3 and 4) is the
only reading system that provides scripting support. Similar to the installations
on the other desktop platforms, Calibre 3 uses an outdated browser engine for
which a disclosed vulnerability can be exploited to leak arbitrary file contents.

Application JavaScript Local Resources Remote
communication

Persistent storage Features URI handles Insecure
engineLocal Remote Existence Render Leak Cookies LocalStorage

Calibre (3.46)   � � � � n � � � � � � � � -  # # -   
(4.3.0)  # - - -  # # - #∗ #

FBReader (0.12.10) # # - - - # # # - # -
Okular (1.7.2) # # - - - # # # - # -

�.html file | �.png/.jpg file | �.txt file | �.log file | n.bogus file | �.mp3 file | �.mp4 file | �.ttf
∗ Allows EPUB to open URL in default browser.

Table 4.3: Evaluation results for EPUB reading systems on Linux Ubuntu.

4.5.2 Mobile

In this section, we discuss the results for EPUB reading systems on iOS 12 and
Android 9. Note that, to improve legibility, we omitted the browser identification
column in the mobile platform tables, since all relied on the engine framework
provided by the OS. Consequently, these browser engines are implicitly updated
with every system update, thus are considered up-to-date.

iOS

Out of the 20 evaluated iOS reading systems, 11 support JavaScript and allow
EPUBs to communicate with servers over the Internet without user consent,
as shown in Table 4.4. Only Apple Books requires explicit user interaction to
permit the EPUB to communicate remotely, which is then remembered between
sessions. Furthermore, two reading systems allow EPUBs to share LocalStorage
data, while four reading systems allow it to access the GeoLocation API or
enable it to open other applications, which in most cases requires user consent.
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Application JavaScript Local Resources Remote
communication

Persistent storage Features URI handles Runs in backgroundLocal Remote Existence Render Leak Cookies LocalStorage
Aldiko Book Reader (1.1.6) # # - - - # # # - # #
Apple Books (4.2.3)   - - -  ∗ #  -  †  
Bluefire Reader (2.9) # # - - - # # # - # #
CHMate (6.9.1)   - - -  #  - #  
Ebook Reader (4.0.8)   - - -    - # #
Eboox (1.60.1) # # - - - # # # - # #
Epub Reader (1.1) # # - - - # # # - # #
EPUB Reader (5.1.55) # # - - - # # # - # #
FBReader (1.0.10) # # - - - # # # - # #
Gerty (1.1.5)   - - -  #  § - # #
Kobo Books (9.14)  # - - -  # # - #  
Kybook 3 (0.7.8) # # - - - # # # - # #
Marvin (3.1.2)  # - - -  #  Location†  ‡ #
Play Books (5.3.0) # # - - - # # # - # #
PocketBook (3.2)   - - -  # # - # #
Power Reader (6.10)   - - -    - # #
R2 Reader (2.0.1)  # - - -  # # - # #
TotalReader (5.1.61)   - - -  #  -  #
YiBook (1.8.6) # # - - - # # # - # #
Yomu (2.3.0)   - - -  #  § Location† # #

∗ Requires user interaction, only the first time.
† Requires user consent.
‡ Requires user constent, except for Mail app.
§ Allows access to LocalStorage of other EPUBs.

Table 4.4: Evaluation results for EPUB reading systems on iOS.

As a result of the iOS application platform design, the EPUB is isolated from
the rest of the file system: the user has to select the EPUB that will be loaded,
and the application can only access this particular file. Consequently, access
to local resources is blocked by design as these are not available within the
application.

Android

In contrast to the iOS reading systems, almost every reading system requests
the permission “Photos, media and files on your device”, either upon installation
or when attempting to import an EPUB. Interestingly, most also make use
of Android’s Storage Access Framework (SAF) [Andb], an API to access user-
selected files, which is more constrained but subsequently does not need explicit
permissions to facilitate importing EPUBs. However, when SAF is used in
combination with the file permissions, which was the case for all but two
applications, this does not prevent attacks that leak arbitrary file contents. In
fact, for three Android applications we could successfully leak arbitrary file
contents to a remote server, as shown in Table 4.5.

Again, the results show that JavaScript support provides additional capabilities
that often can be abused. Seven reading systems grant the ability to open
other applications, of which only one asks for user permission when this referred
application is the browser (i.e. by using the http or https scheme). Furthermore,
out of six applications that support access to the LocalStorage API, five do
not provide sufficient isolation, thus allowing access to content saved by other
EPUBs.
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Application JavaScript Local Resources Remote
communication

Persistent storage Features URI handles Runs in backgroundLocal Remote Existence Render Leak Cookies LocalStorage
4shared Reader # # - - - # # # - # #
AlReader (1.911805270) # # - - - # # # - # #
Aldiko Book Reader (3.1) # # - - - # # # - # #
Aldiko Classic (3.1.3) # # - - - # # # - # #
Bookari Free (4.2.5) # # - - - # # # - # #
Book Reader (1.12.12) # # - - - # # # - # #
Cool Reader (3.2.32) # # - - - # # # - # #
Ebook Reader (1.0) # # - - - # # # - # #
Ebook Reader (5.0.8.2)∗  # - - -  #  § -   
EBook Reader (3.5.0) # # - - - # # # - # #
eBoox (2.22) # # - - - # # # - # #
ePub Reader (2.1.2)†   � � � � n � � � � � � � n � � � -  # # -   
Epub reader (4.0) # # - - - # # # - # #
Epub Reader (librera) (8.0.39) # # - - - # # # - # #
EPUBReader (1.0.32)  # � � � � n � � � � � � - # #  -  #
eReader Prestigio (6.0.0.9) # # - - - # # # - # #
FBReader (3.0.15) # # - - - # # # - # #
Freda (4.31) # # - - - # # # - # #
FullReader (4.1.4) # # - - - # # # - # #
Gitden Reader (4.5.3)   � � � � n � � � � � � � n � � � � � � n � � �  #  § - #  
Google Play Books (5.2.7) # # - - - # # # - # #
Infinity Reader (1.7.57)   - - -  # # - #  
iReader (1.1.4)  # � � � � n � � � � � � � -  #  § -   
Kindle (3.2.0.35) # # - - - # # # - # #
Librera (8.1.242) # # - - - # # # - # #
Lit Pub (3.5.3)  # � � � � n � � � � � � � n � � � � � � n � �  #  § - # #
Lithium (0.21.1)   - - -  # # -  ∥  
Moon+ Reader (5.1) # # - - - # # # - # #
PocketBook (3.21)‡  # - - - # # # - # #
Reader FB2 (1.20) # # - - - # # # - # #
ReadEra (19.07.28) # # - - - # # # - # #
Reasily (1907d)  # � � � � n � � � � � � � n � � � � � � � n � �  #  § -   
Solati Reader (2.5.1) # # - - - # # # - # #
Supreader (3.2.30)  # - - -  # # -   
Tolino (4.10.2) # # - - - # # # - # #

�.html file | �.png/.jpg file | �.txt file | �.log file | n.bogus file | �.mp3 file | �.mp4 file | �.ttf
∗ Crashes when attempting to render resource on local file system.
† Opens all referenced resources in a new frame.
‡ Only executes inline JavaScript.
§ Allows access to LocalStorage of other EPUBs.
∥ Requests user consent only when browser is launched.

Table 4.5: Evaluation results for EPUB reading systems on Android.

4.5.3 Browser extensions

For both Chrome and Firefox, we evaluated five extensions that are advertised
as EPUB reading systems. As shown in Table 4.6, three Chrome extensions
allow JavaScript execution, giving them access to persistent storage, and even to
the microphone, camera or location (provided that the user consents). Because
all EPUBs opened by these applications shared the same origin (chrome-
extension://[extension_id]), EPUBs can access the persistent storage of e-books
that were opened previously.

Application JavaScript Local Resources Remote
communication

Persistent storage Features URI handlesLocal Remote Existence Render Leak Cookies LocalStorage
Chrome extensions (3)  ∗ # - - -   †  † Microphone, Camera, Location‡  ‡
Chrome extensions (2) # # - - -  # # -  ∥
Firefox extensions (5) # # - - -  # # -  ∥

∗ Only external JavaScript.
† Can access cookies and LocalStorage of other EPUBs.
‡ Requires user consent.
∥ Requires user click, and only works for mailto:.

Table 4.6: Evaluation results for EPUB reading extensions for Chrome
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The remaining seven extensions do not allow JavaScript execution as a result of
the imposed CSP, prohibiting all inline JavaScript and only allowing resources
local to the extension [Moze]. Although remote resources are blocked by the
CSP, the extensions still provide functionality to fetch these (hence the ability to
perform remote communication). In Section 4.6 we show how this functionality
lead to a universal XSS in EPUBReader (available on both Chrome and Firefox).
This was also the only extension that automatically rendered an EPUB when a
referring link is clicked (achievable through JavaScript) in Chrome.

4.5.4 Physical e-reader devices

Only for the Kobo e-reader, our testbed confirmed limited JavaScript support, as
is documented by Kobo [Kob]. Note that the e-reader only executes embedded
scripts for KEPUB files (Kobo’s custom e-book format), these are created by
simply changing the .epub file extension to .kepub.epub. Furthermore, we
could use the e-reader’s internet connection to contact remote servers without
user consent. Finally, the embedded browser engine framework was identified
as QT 5.2.1 (released in 2014) for which several vulnerabilities have been
reported [CVE].

Amazon’s publishing guidelines affirm that scripting is not supported, and that
all scripts are stripped from the source during conversion [Ama19]. However,
as part of a manual evaluation of the Kindle, we found this to be inaccurate:
the browser engine supports JavaScript execution, although it is disabled by
default (in Section 4.6.3 we show how this can be circumvented).

4.6 Case studies

To complement our semi-automated evaluation, we manually analyzed a
select number of applications for implementational flaws. This selection
was based on different characteristics: Apple Books on macOS (popular pre-
installed application that supports JavaScript but prevents rendering local files),
EPUBReader (the most widely used browser extension on both Chrome and
Firefox), and Kindle (the most widely used physical e-reader, with an 83.6%
market share in the US [DG19]).
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4.6.1 Apple Books

As we discussed in Section 4.5.1, the capabilities detected by our semi-
automated evaluation did not lead to direct local file system access in Apple
Books for macOS, even when leveraging symbolic links. However, through
manual evaluation, we identified a user information disclosure vulnerability and
persistent denial of service vulnerability.

The user information disclosure vulnerability allows an attacker to infer whether
a specific EPUB is present in the user’s library. When an EPUB is opened
by Apple Books, it is unpacked and stored in a folder (Books) alongside other
previously unpacked EPUBs. The contents of each EPUB are stored in a
separate folder named after the EPUB’s deterministically assigned 32-character
serial ID. While we could not infer how this ID is generated exactly, we have
verified that an EPUB is assigned the same ID across multiple devices or
accounts. Although embedded symbolic links referring outside of this directory
are denied, these links would still remain functional when pointing to a location
within the EPUB folder, or even within the Books directory. As a result, to gain
information about the contents of the user library, an EPUB could include a
series of symbolic links, referring to potential locations of unpacked EPUBs. By
verifying whether an arbitrary file in such a folder can be rendered, the EPUB
can disclose whether any of the selected EPUBs is present in the user’s library.
We found that the iOS applications Gerty and Marvin could be exploited in a
similar way.

The persistent denial of service attack is achieved by simply including a symbolic
link that refers to the Books folder in which the EPUBs are unpacked. This will
cause Apple Books to crash, reporting that it cannot access the user’s library,
for every subsequent reboot. Because Apple Books is an integral part of the
operating system, it cannot be reinstalled without reinstalling macOS.

In response, Apple issued a CVE for both vulnerabilities (CVE-2019-8789 and
CVE-2019-8774, respectively), and distributed a fix through operating system
updates [App20a; App20b; App20c; App20d].

4.6.2 EPUBReader extension

The results of our semi-automated evaluation in Section 4.5.3 show that all
Firefox extensions and two Chrome extensions block JavaScript execution, due
to the imposed CSP. Even more interesting; upon installation, three extensions
request permission to read and change all data of visited websites, using the
<all_urls> permission indicator [Chra]. This allows the extensions to send



104 READING BETWEEN THE LINES

HTTP requests to any visited website and read out the response. Moreover, if
the user is logged in on such a website, the request will implicitly include session
cookies, and thus authenticating the user. By bypassing the CSP restrictions for
embedded JavaScript in EPUBReader for both Chrome and Firefox, we were
able to abuse this permission to steal user account information of any website
on which the user is logged in, effectively leading to a universal XSS.

Although including remote resources directly is prevented by EPUBReader’s
CSP, it still tries to provide this functionality by first fetching the included
images and referred media files, and then making their content available
through a blob:// URL (which is allowed by the default CSP). We leveraged
this functionality to trick EPUBReader to make a JavaScript file available
as a blob:// URL (by simply including this file as an image). Because
these URLs contain an unguessable UUID, we first used a CSS-based data
exfiltration technique to leak this to the attacker server. Finally, the adversary
can dynamically generate another EPUB that refers to this blob:// URL,
and then tricks the reader to open this generated EPUB (EPUBReader will
automatically try to read EPUBs based on the URL pattern). Finally, the
JavaScript payload will be executed, giving the attacker the same privileges as
the browser extension (access to all authenticated content on all websites). A
proof-of-concept implementation of our attack requires a single user interaction,
such as a click, from the victim on Chrome in order to open a new window;
on Firefox the attack can be performed without any user interaction, and is
unnoticeable. Collectively, this affects almost 300,000 users.

4.6.3 Kindle

Our semi-automated evaluation indicated that Kindle does not support
JavaScript execution, as confirmed by the publishing guidelines [Ama19]. By
reverse engineering the application that renders the converted AZW3 files
(webreader), we found that WebKit 534.26 is used to render e-books, but that
in the browser engine’s settings, the enable-scripts property is set to false.
However, the application itself uses JavaScript to extract information from the
DOM or to change styles.

Before each JS execution, the enable-scripts property is set to true, and
immediately after it is set back to false. Consequently, JavaScript code
contained in the EPUB will never be executed. Nevertheless, we found that
some of the code that was being executed by the application contained dynamic
values, some of which could be controlled by an attacker. For instance, a
script that is executed on every page refresh includes the font that is used.
This value can be controlled by the attacker by changing the font, which is
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done by sending a GET request to the webreader’s SOAP server. Although
the rendering engine also blocks web requests, this can be circumvented by
leveraging SVGs. Presumably these are rendered outside of the browser engine,
and thus an <image> element with the xlink:href attribute will trigger a
request. Consequently, it is possible to set the font to an arbitrary value. When
the font contains a single quote, it can escape the string context of the dynamic
code and execute arbitrary code.6

Once the attacker can execute JavaScript, it is possible to extract the contents of
arbitrary files on the system by leveraging the built-in image viewer. This viewer
can be automatically triggered by sending a GET request to the webreader’s
SOAP server, containing the URL of the image that should be displayed. This
viewer uses the native file_get_contents() function to get the URL’s content
and then base64-encodes it to embed it in an <img> element’s data: URL. As
such, the content of any arbitrary file (not just images) can be be extracted,
and subsequently leaked to the adversary by initiating a WebSocket connection,
which also is not blocked by the rendering engine.

4.7 Real-world analysis

In this section, we analyze the EPUB ecosystem by assessing the presence of
malicious and tracking EPUBs in the wild, and the feasibility of distributing
them through a self-publishing service.

4.7.1 Malicious and tracking EPUBs in the wild

In order to investigate whether any of the discussed techniques are currently
being used in the wild to either attack or track users, we performed an additional
analysis of EPUBs available in a real-world setting. To this end, we downloaded
several free EPUBs from five popular online e-book stores (eBooks.com, Google
Play Books, Project Gutenberg, Kobo, Amazon). After a manual inspection of
the e-books, we did not find any indication of abuse. It should be noted however
that this evaluation is limited, and only considers abuse by the EPUB stores;
abuse by individual publishers would be infeasible to evaluate from an external
perspective, as this would require purchasing a very large number of e-books.

To further evaluate other types of abuse, we obtained a large number of EPUBs
from file sharing platforms. More precisely, we downloaded the 1,000 most

6Because the length of the font name is limited, the malicious payload has to use eval()
on the textContent of a (hidden) DOM element.
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popular and most recent EPUB torrents from The Pirate Bay and the same
amount from 4shared (these are marked as the most widely used sources to
illegally obtain an e-book according to a study by Digimarc [Dig17]). In total,
we obtained 7,238 EPUB files from torrents (in several cases, a single torrent
contained multiple EPUBs), and 1,807 from 4shared. Next, we unpacked all
EPUBs and parsed all documents, looking for possible types of abuse (references
to files on the local file system, symbolic links, connections to a remote server,
and JavaScript inclusions). We did not find any evidence of abuse, either
in terms of tracking or attempts to compromise the EPUB reading system.
Interestingly, we found that only 65 e-books, less than one percent of all 7,238
considered EPUBs, made use of JavaScript. In most cases, the code was minimal,
and was used to change the background color or font size. All e-books were
completely functional without executing the JavaScript code.

4.7.2 Malicious EPUB distribution through self-publishing

To explore the feasibility of publishing malicious EPUBs through official e-book
vendors, we submitted manuscripts to the six most popular free self-publishing
services. For each service, we bought the published version of our manuscript
to check whether any of the embedded scripts were still present. The following
is a list of these services, along with their associated vendor and its e-book
market share according to the 2017 AuthorEarnings report [Aut17]: Kindle
Direct Publishing (Amazon, 80%), iBooks Author (Apple Books, 10%), Barnes
& Noble Press (Barnes & Noble, 3%), Kobo Writing Life (Kobo, 2%), and
Google Books Partner Centre (Google Play Books, 1.4%). No exact figures
were available for the sixth tested service, Smashwords, however they also
distribute self-published titles through Apple Books, Barnes & Noble, and Kobo
in addition to their own website [Sma19].

Of the six vendors, only Google Play Books rejected our submitted manuscript.
Although Amazon succeeded in removing most scripts, we were still able to
publish the exploit discussed in Section 4.6.3, which could target millions
of Kindle devices. The remaining four vendors appeared to take no vetting
measures at all; embedding scripts in a published EPUB was trivial. Of these,
only Smashwords provides downloadable EPUB files upon purchase, hence, any
EPUB reading system can be used to open them. The other three vendors
deliver e-books directly to their associated reading systems (however, this can
be circumvented). For Apple Books (application) and Kobo (application and
physical e-reader), the embedded scripts were executed, and even allowed remote
communication. However, Barnes & Noble’s application crashed upon rendering
embedded scripts, curbing potential abuse.
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In conclusion, our experiment shows that four out of six evaluated self-publishing
services can be abused to distribute malicious EPUBs through official vendors.
These vendors account for approximately 94% of all EPUB sales, of which
at least 33% is attributed to self-published EPUBs according to the 2017
AuthorEarnings report [Aut17]. We notified all five self-publishing services of
which the vetting process was deemed inadequate.

4.8 Discussion

Our semi-automated evaluation shows that many of the JavaScript-supporting
EPUB reading systems do not correctly enforce the specification’s security
recommendations, and thus can be abused in several ways. Furthermore, a
significant part of these reading systems does not prevent EPUBs from accessing
the local file system and even provide JavaScript APIs that are not included in
the EPUB specification. In this section, we elaborate on the underlying issues
and make suggestions on what can be improved to remedy the various issues.

4.8.1 EPUB reading system implementations

In contrast to mobile reading systems, we identified a high variety of rendering
engines for desktop reading systems. Moreover, we find that five of the evaluated
desktop applications employ an outdated engine, and consequently, a publicly
disclosed vulnerability could be leveraged to exploit the application. Even
applications that employ a more up-to-date engine may still be affected by
so-called n-day vulnerabilities [Cui18; Wan+19], security issues that have been
patched in the upstream component (and thus known publicly), but that still
affect software that did not yet update this vulnerable component. As it may
take days, or even years (e.g. in the case of Calibre 3) to update a known-
vulnerable browser engine, we believe this forms a significant threat for EPUB
reading systems.

For both mobile platforms, we found that applications relied on the built-
in renderer, and thus all share the same version. Another key difference
with desktop applications is that mobile reading systems operate from a
more sandboxed environment by default. For instance, on iOS, none of
the applications requested permission to access other files on the system,
and consequently could not be abused to render or leak files on the local
system. Although a similar functionality is available on Android, through
the Storage Access Framework [Andb], most applications still required file
permissions, and as a result, we managed to detect the existence of files in
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six applications, and leak their contents in half of those. This highlights
that developers should try to use the minimal amount of privileges to reduce
the potential consequences of an attack. By further analyzing the Android
applications, we found that for two the file-leak vulnerability was caused by
configuring the WebView component to allow access to the local file system,
using setAllowFileAccessFromFileURLs [Andc].

Although several applications would render files on the local filesystem, not all
of them lead to extraction of their contents. Our manual analysis of these cases
showed a direct relation to SOP enforcement: the EPUB content was served
from a custom, non-existent domain, preventing access to file:// resources.
Yet, not all reading systems implementing this practice were able to achieve
complete isolation of the local file system. For instance, Adobe Digital Editions
on Windows employs a dedicated domain, but EPUBs are still allowed to render
local images or even HTML files on network shares. The latter is especially
dangerous, as it gives access to the file:// from where the local filesystem can
be accessed.

4.8.2 EPUB specification

Although a valued effort has been made to include effective security
recommendations, we argue that the EPUB specification does not impose
sufficiently strict requirements for EPUB reading systems. Of course, the
responsibility to actually conform their reading system to the specification’s
security requirements remains that of the developers, however, hardened
requirements could eventually be consolidated into a quantified compliance
checker application.

Probably even more effective would be attenuating the capabilities that are
to be granted according to the EPUB specification. For instance, an EPUB
is allowed to only refer to audio, video and fonts through static XHTML and
CSS, but any resource is allowed to be retrieved by embedded scripts [CG19].
This can be useful for keeping the size of an EPUB small, since the more
sizable audio and video files can be fetched from an online service. However,
access to resources from the local filesystem, which in the current version of the
specification is allowed, introduces a significant threat, which does not outweigh
its limited benefits. Furthermore, the ability to render local resources implies
the ability to determine their existence, information that can be gained for
various purposes among which file system fingerprinting. For this reason, we
argue to completely prohibit EPUBs from referring to resources that reside on
the user’s operating system. Moreover, as reference to remote resources is very
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rare in EPUBs, we strongly believe that this should require consent from the
user, in order to prevent any form of tracking.

Interestingly, our semi-automated evaluation revealed that more than half of the
JavaScript supporting reading systems also support GeoLocation and UserMedia
APIs, or opening applications through URI handles, functionalities that are
not mentioned in the EPUB specification. These functionalities originate from
the underlying browser engine, and are likely not considered by the developer.
Assuming the EPUB specification does not aspire to incorporate such browser
functionalities, we argue that the specification should include a whitelist of
APIs that can be enabled.

Based on our real-world analysis of 9,000 EPUBs, we argue that the discussed
restrictions for the EPUB specification would have a minimal impact; none of
the analyzed EPUBs required local or remote resources to render correctly, and
even the few that embedded JavaScript remained functional when execution
was prevented. In that regard, we also propose to reconsider the capability of
unrestricted JavaScript execution in EPUB reading systems, perhaps requiring
user consent when a script is about to be executed.

4.8.3 Responsible disclosure

All vulnerabilities, either identified through our semi-automated testbed or our
case-studies, were responsibly disclosed to the involved parties. In addition,
we sent out an early warning to all vendors whose reading system did not
satisfy the specification’s security recommendations. In total, we reached out
to 33 vendors, responsible for 37 reading systems, each time using the most
appropriate private channel that was available. Although we received a generic
or no response from the majority, vendors of very popular reading systems such
as Apple and Adobe were eager to solve the reported issues, for which three
CVEs were issued.

4.9 Related work

We did not encounter any prior studies evaluating the implications of web
technology use in non-browser applications. However, our work shares several
similarities with the following research.
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4.9.1 Portable Document Format

Today, PDF is one of the most popular file formats used for operating system
independent document exchange. Its capabilities bear close resemblance to those
of the EPUB format, including support for scripting and network connectivity.
Unfortunately, previous research has demonstrated that these traits may to
lead to security, privacy and content integrity vulnerabilities [BS12; CSS10;
Mla+18]. In that regard, we hope that by expressing our concerns about EPUB
capabilities at an early stage, the specification can be adapted to avoid similar
consequences.

Various research efforts focus on the use of machine learning to distinguish
between benign and malicious PDF files. Research by Smutz et al. and Srndic et
al. argue that PDF file metadata and structure are valuable features that can be
used by a static, machine learning based detection system [SL13; SS12]. Maiorca
et al. demonstrated a new evasion technique for PDF file analysis based on logical
structure; they also present a framework to solve this problem [MCG13]. Nissim
et al. performed an extensive study reviewing and comparing state-of-the-art
techniques for detecting malicious PDF files [Nis+15].

4.9.2 Comprehensive policy evaluations

Various studies have exposed vulnerabilities and inconsistencies in browser policy
implementations through comprehensive evaluations. By combining manual
and automated analysis in four popular browsers, Aggarwal et al. uncovered
several implementational weaknesses for private browsing modes [Agg+10].
Furthermore, they show that some of these weaknesses can be exploited
by an attacker to bypass the imposed privacy policy. Schwenk at al., on
the other hand, performed a comprehensive evaluation of the same-origin
policy in 10 browsers, leveraging an extensive set of 544 different test
cases [SNM17]. Their results exposed various vulnerabilities and inconsistencies
among browsers, pleading for a formal definition of the same-origin policy. In
another study, Franken et al. performed an evaluation of third-party cookie
policy implementations in 7 browsers and 46 browser extensions, leveraging
their automated framework [FVJ18]. According to their results, all imposed
third-party cookie policies of all major browsers as well as evaluated extensions
can be bypassed. Finally, a longitudinal study by Luo et al., comprising of 20
different mobile browser families, analyzed support for eight different security
mechanisms over the course of seven years [Luo+19]. Their findings expose
various issues such as lacking support and multi-year vulnerability issues, even
for several popular mobile browsers.



CONCLUSION 111

4.10 Conclusion

In this chapter we report on a semi-automated evaluation to measure the
security and privacy practices of 92 free EPUB reading systems and five physical
reading devices. Our results show that almost none of the systems that support
JavaScript execution adequately adhere to the security considerations of the
EPUB specification. For eight reading systems, a malicious EPUB can even
extract arbitrary files from the local system.

We are the first to comprehensively evaluate the security and privacy practices of
EPUB reading systems, and hope to increase awareness of the associated threat
surface among users and developers. Furthermore, we propose that the current
security recommendations of the EPUB standard should be refined into binding
requirements. To further assist developers, additional documentation could be
provided in more specific terms how existing browser engine frameworks can be
correctly incorporated, pointing out critical configuration elements.

In addition to this large-scale evaluation, we also performed a more elaborate
manual analysis of a select number of EPUB reading systems. This manual
analysis exposed two severe security issues: first, as soon as a malicious EPUB
would be opened in Kindle, it could leak arbitrary files from the local system;
second, the entire browsing session of users with the EPUBReader browser
extension can be compromised upon visiting a malicious website. The results
also highlight that the outcome of our semi-automated evaluation should be
considered a lower bound, and that several security and privacy issues rely on
application-specific behavior.

As part of our assessment of the EPUB ecosystem, we performed an analysis of
more than 9,000 EPUBs, obtained “in the wild” from five online e-book stores
and two popular file sharing platforms, and evaluated the vetting process of
six popular self-publishing services. We did not find evidence of any ongoing
abuse, indicating that the issues identified through our evaluations are indeed
novel. However, this and the fact that four of the evaluated self-publishing
services allowed JavaScript inclusion which could lead to publication of malicious
EPUBs, make this study timely: we urge developers to further mitigate the
identified issues and adopt additional security measures before their users are
exploited.

Finally, we demonstrated that the consolidation of established web technologies
in non-browser applications does not necessarily imply a proper translation
of the web security and privacy primitives. With this study, we hope to have
motivated the need for more comprehensive and in-depth evaluations in this
largely unexplored research domain.
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Conclusion

The right understanding of any
matter and a misunderstanding of
the same matter do not wholly
exclude each other.

– Franz Kafka [Kaf25]
(The Trial, 1925)

Browser policies serve as the final barrier against potential security and privacy
breaches on the Web. Unfortunately, even long-standing policies that have been
in place for years exhibit critical vulnerabilities that make them fall short of
their intended purpose, with adverse effects on user security and privacy. In
this dissertation, we have identified numerous implementation shortcomings by
leveraging automated dynamic testing. In doing so, we have unveiled their root
causes and various handling flaws, supported by empirical data. Moreover, our
research demonstrates that these issues also impact non-browser applications
that incorporate web technology.

In this concluding chapter, we will summarize the contributions presented in this
dissertation, outline potential areas for future research and explore strategies
for enhancing current browser engine development and deployment practices.
Ultimately, we will share our final thoughts on the future of browser engine
security and privacy.

113
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5.1 Summary of contributions

In Chapter 2, we presented the first systematic and comprehensive study of
policies governing the most fundamental pillars of the Web: HTTP cookies and
requests. Through the development of a novel framework for dynamic policy
implementation analysis, we identified a multitude of issues for the employment
of cross-site countermeasures and anti-tracking policies in popular web browsers.
Initially introduced as a safeguard against CSRF attacks, same-site cookies
were discovered to be implemented inconsistently which allowed a bypass in
various web browsers. Remarkably, even the built-in setting to simply block
all third-party cookies proved to be ineffective in Chromium-based browsers,
as it could be circumvented by embedding JavaScript in a loaded PDF file.
Moreover, virtually none of the assessed privacy measures succeeded in fulfilling
their intended purpose of providing comprehensive protection against tracking.
Our real-world investigation found no evidence of active exploitation of these
bypasses in the wild, allowing developers to address the issues before any
potential exploitation could occur. Although our follow-up study recognized
efforts to tackle the these issues, developers remained unable to fully eliminate
all previously identified workarounds against cross-site countermeasures and
anti-tracking policies, thereby leaving these protective measures ineffective.
This serves as a clear exhibition of the challenges inherent in achieving a
comprehensive policy implementation.

Building upon the foundational work discussed in Chapter 2, we directed our
focus toward identifying the underlying causes of implementation flaws within
browser policies in Chapter 3. To achieve this, we conducted an extensive
analysis of the entire lifecycle of nearly all known CSP bugs at the time of our
study, with CSP being one of the oldest and most important browser security
policies. We created the BugHog framework to facilitate this analysis, which is
capable of conducting dynamic evaluations on Chromium and Firefox revision
binaries spanning over a decade, encompassing CSP’s entire development history.
As such, BugHog proves to be an invaluable tool in the process of identifying code
revisions responsible for introducing or resolving policy bugs by automating the
majority of the steps involved. Aided by BugHog, our examination of lifecycles,
bug reports and code revisions exposed recurring issues that contributed to the
origin of policy bugs. Based on our results, we emphasized the crucial role of
browser architecture in preventing policy bugs, with the centralization of policy
logic and enforcement as a key factor. However, our study revealed that the
root causes of policy bugs extend beyond policy implementation as well, where
human mistakes and ineffective protocols within the context of bug handling
practices led to the public disclosure of unresolved security bugs. In that same
light, we urged for a more effective communication channel between browser
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vendors for sharing security bugs, since we found several cases in which bugs
were reported, fixed and publicly disclosed through the bug tracking platform
of one vendor, but remained unresolved in browsers of other vendors, leaving
users vulnerable for extended periods of time.

While many native applications across various platforms incorporate browser
engines, this class of applications was never subjected to a comprehensive and
in-depth security and privacy analysis. In Chapter 4, we addressed this gap
by conducting an evaluation of the security and privacy implications of EPUB
reading systems, revealing that they share numerous issues with web browsers.
We pinpointed several vulnerability causes, including the use of outdated browser
engines, the insecure configuration of browser engines and overly permissive
capabilities for loaded EPUBs. Furthermore, we demonstrated that EPUBs
exploiting these vulnerabilities can be distributed by adversaries using the
self-publishing services of popular online bookstores, such as Amazon’s Kindle
Store, Apple Books and Rakuten Kobo. Several of the identified issues stemmed
from shortcomings within the EPUB specification, giving rise to security and
privacy concerns. As part of our effort to improve overall user security and
privacy, we not only released our semi-automated testbed but also expanded the
W3C test suite used by their official EPUB compliance checker. Furthermore, in
the forthcoming iteration of the EPUB specification, significant improvements
have been made. Among these enhancements, the most critical is the explicit
requirement to prevent EPUBs from accessing the local file system, marking a
step in the right direction.

The work presented in this dissertation uncovered numerous security and privacy
bugs, which were all responsibly disclosed to the affected parties. All frameworks
and testbeds have been published as open-source, allowing for further research
and development.

5.2 Future work

In the house of research, every opened door ushers us into a vast corridor
filled with yet unopened doors. The work presented in this dissertation is no
exception, and as such, numerous exciting directions for future research remain
to be explored.
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5.2.1 Comprehensive implementation verification

Verifying the robustness of a security policy implementation through dynamic
evaluation can be regarded as an optimization problem. The ultimate objective
is to find the minimal set of test cases that covers all possible browser
behaviors for which the policy should interfere. As previously discussed in
Section 1.5.1, this comprehensive approach necessitates considering all possible
policy configurations on one hand and all possible browser behaviors that can be
triggered by a web page (e.g. through the use of HTML elements or JavaScript)
on the other hand. Nevertheless, even when filtering out irrelevant combinations,
this would result in an explosion of test cases, leaving the task of verifying the
correctness of the policy’s interference for each test case.

In previous research, testbeds have been constructed using a variety of
approaches. These include repurposing existing unit tests [Agg+10], employing
template-based generation [HMN15; Luo+19; RPS23; SNM17], leveraging real-
world deployment [Sin+10], manual curation [Luo+17] and grammar-based
generation [Wi+23]. Methodologies for testbed creation are influenced by the
specific type of policy being evaluated. As such, to ensure a comprehensive
evaluation of unexplored policies, it might be necessary to develop novel
methodologies tailored to those policies, as there is currently no established
policy-agnostic approach available to address this need. Additionally, there is
an opportunity to enhance existing methodologies, such as reducing the number
of test cases by applying heuristics to target the most relevant test cases. Or,
to expand the existing collection of test cases, automated methods involving
targeted permutations can be employed. These methods could involve altering
embedded browsing contexts or modifying attribute values of HTML elements.

Once all test cases are executed, all outcomes should be evaluated to determine
whether the policy’s interference is correct or not. The chosen methodology
for generation is crucial here, as it determines the type of outcomes that are
collected. For example, if only test cases in which a policy should interfere are
generated or labeled, we would already know where the absence of interference is
a bug [Agg+10; HMN15]. This assessment can be conducted manually, provided
the number of test cases is manageable. Another approach is to identify
inconsistencies between different web browsers and consider these as indications
of faulty behavior [SNM17; Wi+23] or employ machine learning [RPS23]. Other
directions could be taken such as considering inconsistencies observed over time
in a longitude analysis to aid in the determination of the correctness of the
policy’s interference. This approach could enhance the efficiency and accuracy
of the evaluation process, particularly when dealing with a large volume of test
cases or evolving web environments.
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Note that comprehensiveness could also be found in the form of formal
verification [Akh+10; Ban+14; FKS16; FKS17; JTL12]. However, the manual
effort required to create a formal model of browser behavior is substantial,
especially when considering that the Web is constantly evolving.

5.2.2 Standardized language for bug reporting

Currently, the templates for reporting security bugs on browser vendor tracking
platforms lack standardization. These platforms typically provide loosely defined
templates that can be filled in by the reporter, including for example a freeform
description on how to reproduce the bug. This leads to significant variability
in the quality of bug reports, making it challenging at times to reproduce the
reported issues. In some instances, reproduction is even rendered impossible due
to link rot. This occurs when the bug is inadequately described in the report
and the linked PoC residing on an external web page is no longer available.
This situation poses problems both for research that relies on these bug reports
and for browser vendors who may wish to revisit a bug report at a later stage.

Standardizing bug reporting templates and emphasizing the significance of
comprehensive and resilient bug descriptions could serve as effective solutions to
address these issues. The difficulty lies in finding a balance where the standard
is flexible enough to accommodate different types of bugs while maintaining a
level of strictness that ensures all relevant information is consistently included.
This language could be either used by reporters or by triagers to describe the
bug, or both. Moreover, the adoption of a standardized language could bring
additional benefits, including improved bug categorization, which is currently
futilely attempted through inconsistent labeling practices. It could also improve
the exchange of bug information between vendors and researchers, and support
the automated creation of PoCs. These PoCs could then be integrated into
automated testing frameworks, enhancing the overall robustness of security
evaluations and bug assessments.

5.2.3 BugHog

The BugHog framework is a powerful tool for analyzing the lifecycles of browser
bugs, but there is always room for improvement. Firstly, it is important to note
that the current version only supports the evaluation of Chromium and Firefox,
and it would be valuable to expand its capabilities to include other popular
browsers. Specifically, incorporating the open-source WebKit browser engine
would be a significant enhancement, as WebKit serves as the foundation for
Safari, enabling a comprehensive analysis of the three major browser families.
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Since our study discussed in Chapter 3 revealed architectural differences that
influenced the security of one browser over the other, this addition could provide
us with more valuable insights. Furthermore, certain browsers introduce unique,
browser-specific features that are not inherent to the embedded browser engine,
and thus, evaluating browsers within the same browser engine family may be
warranted. In a similar vein, mobile variants also present an interesting avenue
for exploration, as they are known to display distinct behavior in comparison to
their desktop counterparts [Luo+19]. Nevertheless, note that the transparency
of browser vendors is crucial here, as we rely on the availability of source code
and bug reports. For instance, while security bugs in Chromium and Firefox
are publicly disclosed by default after a certain period of time, this is not the
case for Safari unfortunately.

Secondly, the process of identifying bug lifecycles still involves a number of
manual steps. One significant challenge stems from the reliance on the limited
set of publicly available revision binaries, published by browser vendors. In
cases where required binaries are not publicly available, researchers may have
to manually sift through a limited range of revisions to locate the relevant
revision. The current solution involves the reseacher building a select set of
revision binaries to alleviate the manual workload, but this approach demands
a substantial amount of storage space and computing power, and is not always
straightforward due to the intricacies of the build process. Additionally, it is
worth noting that browser vendors likely build more binaries than they make
available online, so having access to these unpublished binaries would be highly
advantageous. To reduce manual effort, alternative methods can be explored
as well, such as the use of heuristics to pinpoint the most probable revision
of interest within a specific range. This method allows for a more structured
manual review process, where revisions are assessed in order of likelihood, ideally
reducing the number of revisions that require manual inspection. Algorithms
like SZZ [ŚZZ05] could be employed to implement such heuristics effectively.

The foregoing of this section has highlighted just two of the numerous potential
enhancements that could be made to the BugHog framework. There are several
other avenues for improvement, including the integration of existing test suites
like WPT. This addition could expand the framework’s capabilities, allowing it
to consider a wider range of test outcomes and assess browser behavior more
comprehensively. Furthermore, to expand its test surface, the framework could
incorporate functionality for evaluating file system state to identify potential
side-effects at OS level. Additionally, it could examine browser state from a
broader perspective by also considering elements such as LocalStorage [Mozh]
and IndexedDB [Mozg].
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5.2.4 Browser engines in non-browser applications

Reusing browser engines in non-browser applications is a widespread practice,
enabling developers to harness their tried and tested rendering capabilities.
Nevertheless, as detailed in Chapter 4, this approach can give rise to security and
privacy concerns. It is important to note that our focus in this chapter has been
specifically on the incorporation of browser engines in EPUB reading systems,
but this practice extends beyond this particular class of native applications.
It would be valuable to explore the security and privacy implications in other
categories of native applications that incorporate browser engines, such as
messaging apps, office software and even games.

In particular, an interesting area of investigation lies in the analysis of the
security and privacy ramifications of the deployment of outdated browser
engines in non-browser software. For instance, consider the most recent release
of Microsoft Teams, which, at the time of writing, is version 1.6 and embeds
Electron 19.1.8 [Mic]. This release of Electron is severely outdated and has been
without eligibility for security fixes for already a year [Git22].1 Additionally,
investigating the integration of web browsers by so-called “smart” devices like
smart TVs, smartwatches, smart speakers and even smart fridges holds promise
for further insights. For instance, managing timely browser engine updates on
these devices may pose unique challenges, as prior research indicated that these
devices are more prone to employ outdated software components compared to
desktop and mobile applications [PXH22].

In numerous non-browser applications, a large set of unnecessary browser
features is inherited from the embedded browser engine, often unbeknownst to
the developer. This unnecessarily expands the attack surface of the application,
potentially leaving room for exploitation by malicious actors. For instance, in
the context of EPUB reading systems, features like the ability for a loaded
EPUB to open external applications are completely unnecessary, yet they are
often included through the embedded browser engine. Therefore, exploring
the feasibility of developing a lightweight browser engine explicitly tailored
for non-browser applications would be an interesting research direction. To
make it adaptable for diverse applications, this engine could be designed with a
modular architecture, allowing developers to cherry-pick and include only the
specific functionalities relevant to their use cases. By default, it could feature a
minimal renderer, akin to the simplicity of web browsers from the 1990s, thereby
significantly reducing the attack surface.

1Electron backports security fixes to its latest three stable major versions [Elea]. At the
time of writing, Electron’s latest stable major version is 27, and consequently, security updates
only extend to versions 26 and 25.
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5.3 Thoughts on development and deployment

In this section, we outline our thoughts on how browser engine development
and deployment can be improved. While these recommendations may align
with future research directions to some extent, our primary emphasis here lies
with actionable steps that draw upon the expertise and resources of vendors.

5.3.1 Code base

One crucial takeaway of this dissertation is the intricate challenge of maintaining
a code base comprising millions of code lines that has to keep up with the ever-
evolving collection of web mechanisms and policies. As discussed in Chapter 1,
the architecture of this code base was not originally designed with the current
state of the Web in mind. Browser developers in the 1990s could not have
predicted all features that would be incrementally incorporated into browsers.
And while indeed the core of browsers might have changed over the years
too, some artifacts of the past such as component architectures and design
decisions still remain. In numerous instances, particularly in the context of
policy enforcement, these remnants present a difficult challenge when it comes
to aligning them with newly introduced functionality. It seems evident that
indeed browser vendors favor the pragmatic approach of building upon existing
code, rather than developing a browser entirely from scratch. However, does
starting with a clean slate pose as a viable solution for a more durable browser?

When examining this issue from an economic standpoint, it becomes obvious
that a substantial investment of resources is required. By using the Constructive
Cost Model (COCOMO) we can gauge the cost of developing a browser without
forking from an existing code base [Boe81].2 COCOMO relies on the number
of lines of code to estimate the development costs of a software project. In
Table 5.1, we compare the estimated development costs of Chromium and
Firefox with those of other major open-source projects. Although there is an
expected margin of error in this estimation, it nonetheless underscores that the
cost of building a browser from scratch is comparable to that of other significant
open-source projects, necessitating a substantial allocation of resources.

Even if an organization would be prepared to commit resources of such a
substantial magnitude, other challenges remain to overcome. Perhaps the most
critical question is: How can we ensure that this new browser does not succumb

2COCOMO is considered outdated, but for the sake of simplicity, we employ it as a
comparative baseline. Although numerous other models exist, they would require additional
data that is not readily available. In this calculation, we applied a coefficient of a = 2.4 and
an exponent of b = 1.05.
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Project Lines of code∗ Person-years† Cost‡
Apache HTTP Server 1, 658, 736 481 $178M
GNU Compiler Collection 9, 991, 490 3, 116 $1, 153M
Android 14, 606, 292 4, 640 $1, 717M
Firefox 28, 049, 384 9, 139 $3, 381M
Chromium 28, 528, 607 9, 275 $3, 432M
Linux Kernel 34, 412, 146 11, 625 $4, 391M

∗ All values were collected from Black Duck Open Hub: https://openhub.net/.
† Represents the amount of time an individual would need to write the specified number of lines of
code during regular working hours.
‡ We employ an average salary of $370K, conform with the wages of senior software engineers
working for Google and Mozilla [leva; levb]. Note that this is a conservative estimate, as it does
not include additional costs such as taxes.

Table 5.1: Estimated development costs of major open-source projects.

to the same issues as the current ones? Here, a well-thought-out architecture
and design of the new browser are paramount, and should be based on the
lessons learned from current issues. But even if this new architecture and design
could seamlessly address all the issues that have been identified and enable a
more straightforward way of comprehensively incorporating existing features
and policies, the ever-evolving nature of the Web presents a persistent challenge.
Much like the developers of the 1990s, the developers of the new browser would
not be able to predict all features that would be incrementally incorporated into
the Web. Furthermore, a policy-centric approach might impede performance
and usability, factors widely regarded as crucial for the success of a browser.

Perhaps solutions can be found in reshaping the very bedrock of the Web
itself: the specifications and standards governing both mechanisms and policies.
Again, however, these long-term solutions would require a significant amount of
resources, in addition the development costs of a browser that is compatible
with these new specifications and standards. On top of that, a collaboration
between a multitude of stakeholders deeply entrenched in the Web’s ecosystem
is vital for this to succeed, spanning from browser vendors on one end to web
services on the other end. This is unlikely to materialize in the near future, due
to a lack of intrinsic motivation. Even with the anticipated transition to Web
3.0, the foundational user-facing elements currently in use, such as HTML, CSS,
and JavaScript, are likely to persist.

The perspective presented above might seem to lean towards a pessimistic view,
given the inability to discern a practical and durable solution to the identified
issues. Indeed, it is probable that without a change of course, the incorporation of
new features will persist as a complex challenge that is prone to errors. However,

https://openhub.net/
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it is equally important to recognize the extensive efforts dedicated to enhancing
the foundational architecture and design of web browsers. For instance, in
Chapter 3, we discussed the centralization of policy logic and enforcement as a
critical step in preventing policy-related bugs. Such a measure was successfully
implemented in Chromium through the Policy Container, effectively addressing
numerous issues related to policy inheritance [Chr20b]. In this context, adopting
a pragmatic stance might be the most realistic approach, as it allows for the
gradual improvement of the current state of affairs. Nevertheless, such efforts do
come with associated costs as well, though less substantial than those depicted
in Table 5.1. For instance, the redevelopment of Firefox for performance
enhancement was estimated to raise development expenses by around 6% that
year [Kei17].

5.3.2 Bug prevention

In both Chapters 2 and 3, we encountered numerous instances of straightforward
bypasses where a single line of code, often involving the use of a specific HTML
element, was sufficient to exploit a bug. In the latter chapter, it became apparent
that one of the most common developer intentions when introducing a bug was
to incorporate new policy functionality or to introduce a new feature. These
oversights reveal that developers did not consistently consider the potential
impact on security policies when introducing new features. This observation
can be attributed, in part, to the limited resources available to development
teams. It is common for security experts to participate primarily in the design
phase of a new feature, while their involvement during the implementation
phase is less consistent. Furthermore, even when a security expert is assigned
to review a new feature, they may not possess comprehensive knowledge of all
the intricacies and edge cases related to the relevant policies. For instance, a
particular security expert could be highly knowledgeable about SOP, but their
familiarity with CSP might be comparatively limited.

With every major browser version, tens to hundreds of new features are
introduced [VJ22]. Consequently, it is impractical to subject each feature to an
extensive security expert review. As such, we contend that, given the necessary
evaluation required to scrutinize all features, investments in automation are
key. In connection with this, in Chapter 3, we identified several bugs that
could have been detected through a simple automated process. For instance,
a straightforward test utilizing the CSP policy default-src ‘none’ could be
applied to every newly introduced feature. In this context, neither requests
should be sent nor scripts executed on the test page. Such a test would have
detected bypasses involving newly introduced features such as <base>, <a>’s
ping attribute, favicon retrieval, form submission and Workers.
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In a more generalized approach, browser vendors could require security test
cases to be developed for each newly introduced feature, that subject the feature
to the strictest application of security policies. This process for test generation
can be automated to make it accessible to non-security experts. For example,
developers could simply specify various HTML pages with different feature
configurations, which is likely already a part of their development process. The
automated process could then generate test cases by imposing rigorous security
policies on these pages, such as CSP, HTTP Strict Transport Security (HSTS),
or by indicating that the test must be run in a browser with a strict third-party
cookie policy enabled. While these tests may not be exhaustive, they would
serve as a valuable indicator of whether the introduced feature enables a bypass
and would have detected the previously identified straightforward bypasses.
Even though this approach would likely produce false positives, adhering to the
principle of “security by default” is a sound development practice.

5.3.3 Bug handling

As illustrated in Chapter 3, the existing methodology for sharing security
bugs among browser vendors exhibits limitations that can impede a timely
resolution. Despite the push and pull of regression tests to and from the shared
WPT repository, oversights have already prevented either action from occurring.
Moreover, even in the absence of oversights, this approach can result in a
significant delay of several months before the bug is effectively shared.3 To
reduce oversights and expedite the sharing process, an alternative approach
could involve sharing bugs immediately after triage. Additionally, it is worth
noting that regression tests become public from the moment they are pushed to
the WPT repository, which is not ideal for handling security vulnerabilities.

While the adoption of a standardized bug reporting language, as described in
Section 5.2.2, could be a proper long-term solution, it is important to ensure
that the process of translating a report into this language does not impede
the swift sharing of security bugs. Another approach is the direct exchange of
confirmed bug reports or PoCs between browser vendors. This method could
involve granting limited access within the existing bug tracking platforms to
security experts from other vendors. However, this approach relies on a high
level of trust between vendors and may face technical challenges related to
support for access granularity. A more suitable approach could be for browser
vendors to collaborate on a privately shared bug tracking platform, exclusively

3This inefficiency primarily stems from the necessary steps preceding the creation of
a regression test: First, the bug must undergo triage and be assigned to a developer for
resolution. It is only after these steps that a regression test can be created, potentially as
part of a fix.
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accessible to their security experts. This approach aligns with discussions among
security experts from various browsers [Wes23].

A standardized bug reporting language holds potential to enhance the accurate
interpretation of bug reports as well, thereby adressing mislabeling to a certain
degree. However, it falls short in preventing developers from erroneously
classifying bugs as resolved, which can lead to premature public disclosure as
evidenced in Chapter 3. To rectify this issue, vendors should intensify the
enforcement of regression test creation before a bug is marked as fixed. This is
particularly crucial when developers lack information about the revision that
resolved the reported bug. Additionally, identifying the bug introducing revision
would offer valuable insights for both developers and researchers. Tools like
BugHog can play a valuable role in this process, aiding in the identification of the
revisions of interest. Notably, the Chromium team recognizes the importance of
this and offers a bisect bonus if a security bug reporter identifies the introducing
revision [Gooa].

5.3.4 Deployment of browser engines in native applications

Many issues discussed in Chapter 4 arise from the misconfiguration of embedded
browser engines of native applications. One way to mitigate these issues is to
establish a default posture in which, in the absence of explicit configuration
settings, the most secure and privacy-preserving settings are automatically
applied, and sensitive features are disabled. This could involve the disabling
of access to the local file system or the prevention of popup window creation.
While there has been some progress in this direction, as evidenced by Electron’s
online documentation that highlights security best practices [Eleb], there are
still areas where sensitive settings remain enabled by default. For example,
the automatic approval of session permission requests from remotely loaded
content can pose a security risk. This configuration allows web pages loaded
by the renderer to leverage all the permissions associated with the embedded
Chromium engine of Electron [Chre].

However, relying solely on strict default configuration settings may not be
sufficient, as developers can still unintentionally misconfigure the browser engine
to enable intended use cases. As such, in conjunction with a default security
posture, transparency towards developers is essential as well. To achieve this,
developers must be well-informed about the potential security and privacy
implications associated with specific configurations. Additionally, in certain
cases, more fine-grained permissions may be necessary to securely facilitate
intended use cases. For instance, an attacker could attempt to exploit file
system permissions in applications that genuinely require these for their intended
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purpose. In such scenarios, a more granular approach might involve requiring
users to grant access to specific resources or features each time the application
requests them, akin to the practice employed by many mobile OSs. This
approach would give users more control over the permissions they grant to
applications, reducing the risk of abuse.

Equally important, if not more, is the need for transparency towards users. It
is imperative to inform users about the security and privacy implications of
applications that embed browser engines, or even software in general. Users
could be empowered by providing a list of applications with security and privacy
benchmarks. This practice is already in place for privacy measures in web
browsers, where users can access privacy test results to evaluate their browser’s
privacy rating [pri]. Likewise, for EPUB reading systems, tests and their
corresponding results that gauge compliance with the W3C’s specifications are
publicly accessible [HL].

5.4 Concluding remarks

The extensive and growing body of research on the implementation flaws of
security and privacy policies serves as compelling evidence that current practices
surrounding browser development leave room for improvement. Since more
durable solutions, such as changing browser architecture and design, demand
substantial time and resources, pragmatic approaches pose more realistic in the
short term. These should be employed to prevent oversights that we consider to
be low-hanging fruit and for which failure to address them cannot be excused
(e.g. one-liner bypasses caused by overlooked HTML elements). Given the
limited resources, we argue that the automation of evaluation processes, for
instance at feature introduction, is a crucial step in the right direction, where
even the most basic measures could prevent numerous identified issues.

Conversely, research on the deployment of browser engines in native applications
remains relatively limited and we hope that our work will encourage further
exploration of this topic. The inclusion of browser engines within native
applications can often be likened to acquiring a Swiss army knife for screwing
in a light bulb, as often only a small subset of the engine’s functionality
is effectively utilized. In light of this, we believe that developing browser
engines explicitly designed for non-browser applications (e.g. by featuring a more
modular architecture) would result in a reduced attack surface, contributing to
a more secure and privacy-preserving use of existing technology.





A
Third-party cookie evaluation

A.1 Test compositions

In this section, we explicate the various test compositions that we have integrated
in our framework. These compositions are shown in Table A.1, together with
the illustrated domains.

ID Test composition
1  −−−−−→

includes
 

2  −−−−−→
includes

 −−−−−→
includes

 

3  −−−−−→
includes

 −−−−−→
includes

 

4  −−−−−→
includes

 −−−−−→
includes

 

5  −−−−−→
includes

 −−−−−→
includes

 −−−−−→
includes

 

6 file:// −−−−−→
includes

 

7  −−−−−→
includes

∗  

8  −−−−−→
includes

 −−−−−→
includes

 −−−−−→
includes

 −−−−−→
includes

 

∗ Iframe constructed through data:text/html.

Table A.1: Test compositions supported by our framework.
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A.2 Extension set population

In this section, we present the extension set populations. For the ad tracking
protection extensions, these are shown in Table A.2 and for the ad blocking
extensions in Table A.3. All extensions for Chrome, Opera and Firefox were
selected based on relevant search criteria and a minimum number of users or
downloads (whichever was available). Due to the unavailability of both numbers
for Edge extensions, we selected Edge extensions based on the popularity of
their counterparts for the other browsers. The extension “AdBlocker Lite” takes
up two entries in Table 2.2 and A.3 because we tested its two modes.
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Table A.2: Population of the tracking protection extension sets.
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Set Extension name Version Number of users/downloads
Chrome Ad Blocking Extensions

SET A1 AdRemover for Google Chrome™ 1.1.1.0 9,463,986 users
Windscribe - Free VPN and Ad Blocker 2.3.4 553,466 users
uBlock 0.9.5.0 519,056 users

SET A2 AdBlocker Ultimate 2.26 628,321 users
Ads Killer 0.99.70 2,262,911 users
Hola ad blocker 1.21.624 143,790 users

SET A3 Fair AdBlocker 1.404 1,808,682 users
SET A4 AdGuard AdBlocker 2.7.2 4,650,713 users
SET A5 AdBlock Pro 4.3 2,134,631 users
SET A6 uBlock Adblocker Plus 2.3 332,645 users

uBlock Origin 1.14.22 10,000,000+ users
uBlock Plus Adblocker 1.5.2 521,915 users

SET A7 AdBlock 3.22.1 10,000,000+ users
Adblock Plus 1.13.4 10,000,000+ users

Opera Ad Blocking Extensions
SET A8 AdBlocker Lite (Lite mode) 0.4.0 164,309 downloads

AdBlock 2.57 11,199,416 downloads
SET A9 AdBlocker Ultimate 2.23 1,209,271 downloads
SET A10 Adblock Fast 1.2.0 465,483 downloads

AdBlocker Lite (Full mode) 0.4.0 164,309 downloads
SET A11 Adguard 2.7.2 5,649,827 downloads
SET A12 ContentBlockHelper 10.2.0 371,330 downloads
SET A13 uBlock origin 1.14.16 3,738,666 downloads
SET A14 Adblock Plus 1.13.4 33,802,382 downloads

Firefox Ad Blocking Extensions
SET A15 AdBlock for Firefox 3.8.0 865,131 users

AdBlocker Ultimate 2.28 448,458 users
SET A16 Adguard AdBlocker 2.7.3 299,462 users
SET A17 uBlock Origin 1.14.18 5,216,321 users
SET A18 Adblock Plus 3.0.1 13,574,386 users

Edge Ad Blocking Extensions
SET A19 AdBlock 2.4.0.0 N/A
SET A20 Adblock Plus 0.9.9.0 N/A
SET A21 Adguard Adblocker 2.8.4 N/A
SET A22 uBlock origin 1.14.24 N/A

Table A.3: Population of the ad blocking extension sets.
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A.3 Bug reports and responses

In this section, we address the bug reports that we filed and their subsequent
responses. Bugs were reported to both browsers (Section A.3.1) and extensions
(Section A.3.2). In order to not inspire any attackers or trackers, we decided
to only file private bug reports. Note that bug threads mights still be private
when visiting the associated link.

A.3.1 Built-in browser protection

[bug1] The bug that can be leveraged to bypass Chrome’s and Opera’s third-
party cookie policy has been confirmed and is scheduled to be fixed at the time
of writing. 1

[bug2] We reported that Safari 10 does not block all third-party cookies
when this option is enabled. At the time of writing, this bug has not yet been
confirmed.2

[bug3] The bug that nullifies Edge’s option to block third-party cookies has
been confirmed.3

[bug4] The bypasses for Opera’s ad blocker have been reported, however, we
were not given access to the bug thread. Instead, we were given an email address
through which we can inquire about the process.

[bug5] In the bug thread that we have started for bypasses concerning Firefox’
tracking protection, references have been made to previously reported similar
bugs that are related to Firefox’ Safe Browsing feature [Mozm].4 For example,
the AppCache API had already been reported to bypass the URL classifier used
by Safe Browsing to signal websites known for phishing or malware. Although
the bug has not yet been officially flagged as confirmed at the time of writing,
there was an intention to fix.

1https://bugs.chromium.org/p/chromium/issues/detail?id=836746
2https://bugs.webkit.org/show_bug.cgi?id=186589
3https://developer.microsoft.com/en-us/microsoft-edge/platform/issues/16512

847
4https://bugzilla.mozilla.org/show_bug.cgi?id=1447935

https://bugs.chromium.org/p/chromium/issues/detail?id=836746
https://bugs.webkit.org/show_bug.cgi?id=186589
https://developer.microsoft.com/en-us/microsoft-edge/platform/issues/16512847
https://developer.microsoft.com/en-us/microsoft-edge/platform/issues/16512847
https://bugzilla.mozilla.org/show_bug.cgi?id=1447935
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A.3.2 Extensions

[bug6] This bug permitted cross-site requests, initiated by JavaScript
embedded in a PDF, to bypass the WebExtension API in Chromium-based
browsers. This made it impossible for extensions (e.g. ad blockers and anti-
tracking extensions) to implement a thorough third-party cookie and request
policy. Unfortunately, our bug thread was closed as WontFix,5 because this
functionality was working as intended; requests initiated by an extension
(PDFium) should not be interceptable by other extensions. Thread responses
showed reluctance to treating PDFium differently because it would be costly and
difficult to implement. We mentioned that Opera - a Chromium-based browser
- actually managed to mitigate these requests with its built-in ad blocker, but
also proposed an alternative solution like providing a setting to block execution
of JavaScript embedded in PDFs. Response to our proposition was supportive,
however we are not aware of any progress on the matter. In the same bug report,
we also explained the difficulties for extensions to distinct between requests
initiated through the AppCache or ServiceWorker API, and requests initiated
by browser functionality. However, no responses have been made in regard to
this.

[bug7] We reported that requests for fetching the favicons are not interceptable
through Firefox’ WebExtension API and that requests initiated through the
AppCache API are not easily distinguishable in Firefox. The bug thread was
closed as WontFix,6 because the first issue had already been reported and no
additional effort will be made to fix the deprecated AppCache API.

[bug8] In addition to the aforementioned bugs caused through the AppCache
and WebSocket API, we identified a wide variety of bugs inherent to the
implementation of ad blocking and privacy protection extensions. Because of
the large number of affected extensions, many without a dedicated bug tracker,
we only contacted a selection of them. This selection involved the 11 most
popular and recently updated extensions, most of them supported by multiple
browsers, to which we reached out through a private channel. Unfortunately,
only 5 extension developers responded, of which only 2 pro-actively tried and
succeeded to fix the issue.

5https://bugs.chromium.org/p/chromium/issues/detail?id=824705
6https://bugzilla.mozilla.org/show_bug.cgi?id=1447933

https://bugs.chromium.org/p/chromium/issues/detail?id=824705
https://bugzilla.mozilla.org/show_bug.cgi?id=1447933
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A.3.3 Same-site cookie

[bug9] The prerender bug that we found in Chrome and Opera has been filed
through the Chromium project, where it was confirmed and scheduled to be
fixed.7

[bug10] We have reported the several bypasses that we found for Edge’s
implementation of the same-site cookie policy. This bug report has been
confirmed.8

7https://bugs.chromium.org/p/chromium/issues/detail?id=709946
8https://developer.microsoft.com/en-us/microsoft-edge/platform/issues/18054

323/

https://bugs.chromium.org/p/chromium/issues/detail?id=709946
https://developer.microsoft.com/en-us/microsoft-edge/platform/issues/18054323/
https://developer.microsoft.com/en-us/microsoft-edge/platform/issues/18054323/




B
Bug report search criteria and
intention labeling

B.1 Bug report search criteria

The search criteria described in the following sections were utilized to collect
reports of bugs related to CSP or caused by CSP. These search criteria are
intentionally overly broad as not to miss potentially relevant bug reports. False
positives were removed manually. Additionally, whenever a discovered report
was linked to another relevant report that was not originally part of our search
results, it was included in our dataset as well. Note that all keywords used in
the search criteria will be checked against the whole bug report, including the
title, description, and comments.

B.1.1 Chromium

• label:
Security_Severity-Low OR
Security_Severity-Medium OR
Security_Severity-High OR
Security_Severity-Critical

• status: NOT WontFix

• (CSP OR Content-Security-Policy)
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URL: https://bugs.chromium.org/p/chromium/issues/list?q=%28la
bel%3ASecurity_Severity-Low%20OR%20label%3ASecurity_Severity-
Medium%20OR%20label%3ASecurity_Severity-High%20OR%20label%3ASecu
rity_Severity-Critical%29%20-status%3AWontFix%20%28CSP%20OR%20C
ontent-Security-Policy%29&can=1

B.1.2 Firefox

• Component: DOM: Security

• Resolution: FIXED

• Classification: Client Software, Developer Infrastructure,
Components, Server Software, Other

• Type: defect

• Summary: CSP

URL: https://bugzilla.mozilla.org/buglist.cgi?bug_type=defect&s
hort_desc=CSP&classification=Client%20Software&classification=De
veloper%20Infrastructure&classification=Components&classificatio
n=Server%20Software&classification=Other&short_desc_type=allword
ssubstr&query_format=advanced&component=DOM%3A%20Security&resolu
tion=FIXED&list_id=16012294

B.2 Bug report distribution

Table B.1 shows the exact number of valid or available CSP bug reports, how
many of those were reproducible by our framework (with regard to its technical
limitations), and finally how many we were able to effectively reproduce. Note
that this table only elaborates on the number of bug reports found exclusively
through our used search criteria. The total number of reproduced bug reports
amounts to 86 when also taking into account reports found through cross-report
links.

Valid CSP bugs In addition to false positives (e.g. reports that do not describe
a CSP bug, or a bug caused by CSP), several reports missed a PoC due to
an expired external link. These occurrences were regarded as unavailable if
we could not construct a working PoC based on the available description and
comments.

https://bugs.chromium.org/p/chromium/issues/list?q=%28label%3ASecurity_Severity-Low%20OR%20label%3ASecurity_Severity-Medium%20OR%20label%3ASecurity_Severity-High%20OR%20label%3ASecurity_Severity-Critical%29%20-status%3AWontFix%20%28CSP%20OR%20Content-Security-Policy%29&can=1
https://bugs.chromium.org/p/chromium/issues/list?q=%28label%3ASecurity_Severity-Low%20OR%20label%3ASecurity_Severity-Medium%20OR%20label%3ASecurity_Severity-High%20OR%20label%3ASecurity_Severity-Critical%29%20-status%3AWontFix%20%28CSP%20OR%20Content-Security-Policy%29&can=1
https://bugs.chromium.org/p/chromium/issues/list?q=%28label%3ASecurity_Severity-Low%20OR%20label%3ASecurity_Severity-Medium%20OR%20label%3ASecurity_Severity-High%20OR%20label%3ASecurity_Severity-Critical%29%20-status%3AWontFix%20%28CSP%20OR%20Content-Security-Policy%29&can=1
https://bugs.chromium.org/p/chromium/issues/list?q=%28label%3ASecurity_Severity-Low%20OR%20label%3ASecurity_Severity-Medium%20OR%20label%3ASecurity_Severity-High%20OR%20label%3ASecurity_Severity-Critical%29%20-status%3AWontFix%20%28CSP%20OR%20Content-Security-Policy%29&can=1
https://bugs.chromium.org/p/chromium/issues/list?q=%28label%3ASecurity_Severity-Low%20OR%20label%3ASecurity_Severity-Medium%20OR%20label%3ASecurity_Severity-High%20OR%20label%3ASecurity_Severity-Critical%29%20-status%3AWontFix%20%28CSP%20OR%20Content-Security-Policy%29&can=1
https://bugzilla.mozilla.org/buglist.cgi?bug_type=defect&short_desc=CSP&classification=Client%20Software&classification=Developer%20Infrastructure&classification=Components&classification=Server%20Software&classification=Other&short_desc_type=allwordssubstr&query_format=advanced&component=DOM%3A%20Security&resolution=FIXED&list_id=16012294
https://bugzilla.mozilla.org/buglist.cgi?bug_type=defect&short_desc=CSP&classification=Client%20Software&classification=Developer%20Infrastructure&classification=Components&classification=Server%20Software&classification=Other&short_desc_type=allwordssubstr&query_format=advanced&component=DOM%3A%20Security&resolution=FIXED&list_id=16012294
https://bugzilla.mozilla.org/buglist.cgi?bug_type=defect&short_desc=CSP&classification=Client%20Software&classification=Developer%20Infrastructure&classification=Components&classification=Server%20Software&classification=Other&short_desc_type=allwordssubstr&query_format=advanced&component=DOM%3A%20Security&resolution=FIXED&list_id=16012294
https://bugzilla.mozilla.org/buglist.cgi?bug_type=defect&short_desc=CSP&classification=Client%20Software&classification=Developer%20Infrastructure&classification=Components&classification=Server%20Software&classification=Other&short_desc_type=allwordssubstr&query_format=advanced&component=DOM%3A%20Security&resolution=FIXED&list_id=16012294
https://bugzilla.mozilla.org/buglist.cgi?bug_type=defect&short_desc=CSP&classification=Client%20Software&classification=Developer%20Infrastructure&classification=Components&classification=Server%20Software&classification=Other&short_desc_type=allwordssubstr&query_format=advanced&component=DOM%3A%20Security&resolution=FIXED&list_id=16012294
https://bugzilla.mozilla.org/buglist.cgi?bug_type=defect&short_desc=CSP&classification=Client%20Software&classification=Developer%20Infrastructure&classification=Components&classification=Server%20Software&classification=Other&short_desc_type=allwordssubstr&query_format=advanced&component=DOM%3A%20Security&resolution=FIXED&list_id=16012294
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Chromium Firefox
Valid CSP bugs 74 29
In-scope reports 61 25
Reproduced bugs 58 23

82%
95%

86%
92%

Table B.1: Number of bug reports.

In-scope reports Not all relevant bugs were reproducible by our framework,
due to technical limitations:

• The bug is reported for another OS-specific.1

• User interaction is essential for reproducing the bug.
• Console access is required to check exploit success.
• The bug is facilitated by an installed extension.

Reproduced bugs Finally, while all technical requirements were fulfilled, we
were not able to effectively reproduce five in-scope bugs. We believe that this
may be due to an inadequate PoC, an unclear bug description or a limited
understanding of the bug.

B.3 Revision intention labels

In this section, we describe the labeling process and the interpretation of each
revision intention label.

B.3.1 Labeling process

The labeling process followed an iterative approach where a researcher built the
label list by reviewing all revision metadata and assigning the appropriate label
to each revision. A second researcher then independently annotated the same
revisions using the pre-constructed label list. The agreement between the two
researchers was measured using the Cohen’s Kappa coefficient and was found to
be 0.81, indicating a good level of agreement. Any disagreements were resolved
through discussion until all were resolved.

1We found several Chromium bugs reported for iOS. However, since Chromium’s iOS
version is based on the WebKit engine, we did not consider those as valid.
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B.3.2 Label interpretation

Introduce CSP CSP is supported starting from this revision.

Fix affected CSP bug Intentionally fixes the reported bug.

Fix other CSP bug Fixes the reported CSP bug as an unintentional side
effect of an intentional fix for another CSP bug.

Fix unrelated security bug Fixes the reported CSP bug as an unintentional
side effect of an intentional fix for another non-CSP security bug.

Fix non-security bug Fixes the reported CSP bug as an unintentional side
effect of an intentional fix for a non-security bug.

Enable affected CSP feature Enables the CSP feature that is affected by
the reported CSP bug.

Enable CSP feature Enables a CSP feature that is not affected by the
reported CSP bug.

Enable security feature Enables a non-CSP security feature.

Enable non-security feature Enables a non-security feature.

Update CSP feature Updates a CSP feature that is not affected by the
reported CSP bug.

Update security feature Updates a non-CSP security feature.

Update non-security feature Updates a non-security feature.

Design revision of CSP Modifies the high-level design of the CSP implemen-
tation.

Design revision of other security policy Modifies the high-level design of
another security policy implementation.

Non-security design revision Modifies the high-level design of any other
feature implementation.



C
Additional reading system
information

For measures of completeness and transparency, we provide an overview of
all EPUB reading systems that were considered during our evaluation. We
also included the number of reported users. Unfortunately, this metric is not
available for iOS, so instead the number of ratings can be used as an estimator
of the relative reach of an application. Additionally, we reported on the deduced
embedded browser engine for all reading systems supporting JavaScript. Here,
“OS” indicates that the reading system relies on the engine framework provided
by the operating system, and thus is considered up-to-date. Finally, we also
include the readers that were excluded from our analysis along with the reason.
In total, we considered 92 reading applications on seven platforms (Windows,
Ubuntu, macOS, iOS, Android, Firefox & Chrome extensions) and five stand-
alone physical e-readers.
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Reading system Version Rendering engine Release date
Adobe Digital Editions 4.5.10 OS Trident N/A
Bibliovore 2.0.2.0 - -
BookReader 1.6.0.0 - -
Bookviser Reader 6.8.1.0 - -
Calibre 3.40.1 WebKit 538.1 Oct 2014
Calibre 4.3.0 Blink 77 Sep 2019
CoolReader N/A - -
EPUB File Reader 1.5 OS Trident N/A
FBReader 0.12.10 - -
Freda 4.21 - -
Icecream Ebook Reader 5.19 WebKit 538.1 Oct 2014
Liberty 1.0.0.13 - -
MS Edge 44.17763.1.0 EdgeHTML 18.17763 Oct 2018
Nook 1.10.1.15 - -
Overdrive 3.8.0 - -
SumatraPDF 3.1.2 - -

Table C.1: Evaluated EPUB reading systems for Windows

Reading system Reason
Cover Unable to open fully compliant EPUB file.
Epub3 Reader Unable to correctly render fully compliant EPUB file.
FlyReader Unable to open fully compliant EPUB file.
Perfect PDF Reader Unable to correctly render fully compliant EPUB file.

Table C.2: Omitted EPUB reading systems for Windows

Reading system Version Rendering engine Release date
Adobe Digital Editions 4.5.10 OS WebKit N/A
Apple Books 1.17 OS WebKit N/A
Azardi 43.1 Gecko 38 May 2015
BookReader 5.14 OS WebKit N/A
Calibre 3.40.1 WebKit 538.1 Oct 2014
Calibre 4.3.0 Blink 77 Sep 2019
FBReader 0.9.0 - -
Kindle 1.25.2 - -
Kitabu 1.2 OS WebKit N/A
Murasaki 1.0.2 OS WebKit N/A

Table C.3: Evaluated EPUB reading systems for macOS
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Reading system Reason
Kobo for Desktop Unable to side-load EPUBs.

Table C.4: Omitted EPUB reading systems for macOS

Reading system Version Rendering engine Release date
Calibre 3.46 WebKit 538.1 Oct 2014
Calibre 4.3.0 Blink 77 Sep 2019
FBReader 0.12.10 - -
Okular 1.7.2 - -

Table C.5: Evaluated EPUB reading systems for Linux Ubuntu

Reading system Reason
Bookworm Unable to install.
Buka Unable to start.
Cool Reader Unable to start.
Easy eBook Viewer Unable to open fully compliant EPUBs.
GNOME Books Unable to open fully compliant EPUBs.
Lucidor Unable to start.

Table C.6: Omitted EPUB reading systems for Linux Ubuntu
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Table C.7: Evaluated EPUB reading systems for iOS
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Reading system Version Reason
Kindle 6.24 Unable to side-load EPUBs.
PureReader 1.4.2 Unable to open fully compliant EPUBs.

Table C.8: Omitted EPUB reading systems for iOS
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Table C.9: Evaluated EPUB reading systems for Android
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Reading system Reason
Adobe Digital Editions Unable to open local EPUBs.
Cloudshelf Unable to open local EPUBs.
Kobo Unable to side-load EPUBs.
SKY Reader Unable to open local EPUBs.

Table C.10: Omitted EPUB reading systems for Android
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Table C.11: Evaluated EPUB reading systems for Chrome and Firefox
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